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SUMMARY AND CONCLUSIONS 

1. Most studies of cortical neurons have focused on the spatial 
structure of receptive fields. For a more complete functional de- 
scription of these neurons, it is necessary to consider receptive- 
field structure in the joint domain of space and time. We have 
studied the spatiotemporal receptive-field structure of 233 simple 
cells recorded from the striate cortex of adult cats and kittens at 4 
and 8 wk postnatal. The dual goal of this study is to provide a 
detailed quantitative description of spatiotemporal receptive-field 
structure and to compare the developmental time courses of spa- 
tial and temporal response properties. 

2. Spatiotemporal receptive-field profiles have been measured 
with the use of a reverse correlation method, in which we compute 
the cross-correlation between a neuron’s response and a random 
sequence of small, briefly presented bright and dark stimuli. The 
receptive-field profiles of some simple cells are space-time separa- 
ble, meaning that spatial and temporal response characteristics 
can be dissociated. Other cells have receptive-field profiles that are 
space-time inseparable. In these cases, a particular spatial location 
cannot be designated, unambiguously, as belonging to either an 
ON or OFF subregion. However, separate ON and OFF subregions 
may be clearly distinguished in the joint space-time domain. 
These subregions are generally tilted along an oblique axis. 

3. Our observations show that spatial and temporal aspects of 
receptive-field structure mature with clearly different time 
courses. By 4 wk postnatal, the spatial symmetry and periodicity 
of simple-cell receptive fields have reached maturity. The spatial 
extent (or size) of these receptive fields is adultlike by 8 wk postna- 
tal. In contrast, the response latency and time duration of spatio- 
temporal receptive fields do not mature until well beyond 8 wk 
postnatal. 

4. By applying Fourier analysis to spatiotemporal receptive- 
field profiles, we have examined the postnatal development of 
spatial and temporal selectivity in the frequency domain. By 8 wk 
postnatal, spatial frequency tuning has clearly reached maturity. 
On the contrary, temporal frequency selectivity remains markedly 
immature at 8 wk. We have also examined the joint distribution of 
optimal spatial and temporal frequencies. From 4 wk postnatal 
until 8 wk postnatal, the range of optimal spatial frequencies in- 
creases substantially, whereas the range of optimal temporal fre- 
quencies remains largely unchanged. From 8 wk postnatal until 
adulthood, there is a large increase in optimal temporal frequen- 
cies for cells tuned to low spatial frequencies. For cells tuned to 
high spatial frequencies, the distribution of optimal temporal fre- 
quencies does not change much beyond 8 wk postnatal. 

5. By summing the frequency spectra of all simple cells within 
a particular age group, we have constructed a population fre- 
quency response. Predictions of spatial and temporal contrast sen- 
sitivity based on the population response agree reasonably well 
with behavioral measurements of contrast sensitivity. 

6. From spatiotemporal receptive-field profiles, we have also 
obtained estimates of velocity preference and direction selectivity 
for simple cells. There is little difference in these parameters be- 
tween populations of simple cells from adult cats and kittens. 

7. Overall, our findings show that most simple-cell receptive 
fields cannot be adequately described by a single spatial sensitivity 
profile. Valuable insights are gained by examining these receptive 
fields in the joint domain of space and time. 

INTRODUCTION 

Unlike cells at earlier stages in the visual pathway, neu- 
rons in the primary visual cortex are finely tuned to stimu- 
lus parameters such as orientation, spatial frequency, and 
direction of motion (Cooper and Robson 1968; Hubel and 
Wiesel 1962; Maffei and Fiorentini 1973; for review see 
Orban 199 1). Since the original description of the receptive 
fields of visual cortical cells (Hubel and Wiesel 1959, 
1962 ), many researchers have studied the development of 
neuronal response properties during early postnatal life (for 
reviews, see Fregnac and Imbert 1984; Mitchell and Tim- 
ney 1984; Movshon and Van Sluyters 198 1). Kittens 
reared in a normal environment have been used extensively 
as an animal model in this work. Previous studies have 
focused mainly on the development of orientation selectiv- 
ity (Albus and Wolf 1984; Blakemore and Van Sluyters 
1975; Bonds 1979; Braastad and Heggelund 1985; Buisseret 
and Imbert 1976; Fregnac and Imbert 1978; Hubel and 
Wiesel 1963; Pettigrew 1974; Sherk and Stryker 1976), spa- 
tial frequency selectivity (Derrington and Fuchs 198 1 ), 
and the spatial structure of receptive fields (Albus and Wolf 
1984; Blakemore and Van Sluyters 1975; Braastad and 
Heggelund 1985; Buisseret and Imbert 1976; Fregnac and 
Imbert 1978; Hubel and Wiesel 1963). The central ques- 
tion addressed in these studies is whether the receptive-field 
characteristics and stimulus selectivities of single neurons 
are determined innately or require visual experience to de- 
velop. Although the findings are somewhat conflicting (see 
Barlow and Pettigrew 197 1 and Hubel and Wiesel 1963, for 
example), the general consensus is that normal response 
properties can be observed at the time of eye opening but 
require several weeks of visual experience to reach adult 
levels of specificity. 

Although the spatial structure of receptive fields has re- 
ceived a great deal of attention, relatively little is known 
about changes in temporal receptive-field characteristics 
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during normal postnatal development. It is of interest to 
know whether spatial and temporal response properties 
mature with similar or different time courses. Moreover, it 
is important to establish whether spatial and temporal pro- 
cesses of development are interrelated (e.g., whether devel- 
opment of temporal frequency selectivity depends on spa- 
tial frequency, and vice versa). To address these questions, 
it is necessary to examine both spatial and temporal recep- 
tive-field characteristics. Apparently, neither the temporal 
structure of receptive fields nor the temporal frequency 
tuning of single cells in the striate cortex has been studied 
developmentally in kittens. In fact, temporal aspects of re- 
ceptive-field structure have not been studied extensively 
even in adult cats. The study we report here, which has two 
primary goals, is intended to fill these gaps. First, we 
provide a comprehensive description of the spatiotemporal 
receptive-field structure of simple cells in the cat’s striate 
cortex. Second, we examine how temporal aspects of recep- 
tive-field structure mature during normal postnatal devel- 
opment. With regard to the latter point, we compare the 
developmental time course of changes in temporal recep- 
tive-field properties with that of spatial properties. 

To measure the spatiotemporal structure of receptive 
fields, we have used a version of the reverse correlation 
algorithm (DeBoer and Kuyper 1968; Eggermont et al. 
1983; Sutter 1975) for mapping receptive fields. Jones and 
Palmer ( 1987a) have shown that this technique provides 
detailed two-dimensional spatial receptive-field profiles for 
simple cells in adult cats. In addition, we have recently used 
this method to study the receptive-field structure and dis- 
parity selectivity of binocular cells ( DeAngelis et al. 199 1; 
Freeman and Ohzawa 1990; Ohzawa et al. 1990). As de- 
scribed previously (McLean and Palmer 1989; Palmer et al. 
199 1) , the reverse correlation algorithm can be extended to 
produce receptive-field profiles as a function of both space 
and time. This method is advantageous for developmental 
studies because it provides a highly quantitative description 
of receptive-field structure, whereas previous studies have 
often relied on hand plotting of receptive fields or subjec- 
tive classification of response properties (see Mitchell and 
Timney 1984). Another advantage is that we can apply 
Fourier analysis to the spatiotemporal receptive-field pro- 
files of simple cells to obtain estimates of spatial and tem- 
poral frequency tuning. Of course, this approach requires 
that cells exhibit linear spatial and temporal summation, 
which is clearly not the case for complex cells (e.g., Mov- 
shon et al. 1978’0) e As a result the scope of this study is 
limited to simple cells. The companion paper ( DeAngelis et 
al. 1993 ) addresses the issue of linearity in detail and estab- 
lishes the validity of the approach used here. 

We have applied the reverse correlation algorithm to 
map the spatiotemporal receptive fields of simple cells from 
kittens at 4 and 8 wk postnatal and from adult cats. In 
addition, we have applied Fourier analysis to obtain mea- 
surements of the spatial and temporal frequency selectivity 
of these neurons, as well as estimates of their velocity and 
direction selectivity. Our results demonstrate that the tem- 
poral structure of simple-cell receptive fields, like the spa- 
tial structure, matures gradually over the first several weeks 
of postnatal life. There is a clear difference, however, be- 
tween the developmental time course for spatial and tem- 

poral receptive-field characteristics. At 8 wk postnatal, the 
spatial properties of simple-cell receptive fields are indistin- 
guishable from those in adult cats, whereas temporal recep- 
tive-field characteristics are still markedly immature. Our 
findings also demonstrate that spatial and temporal pro- 
cesses of development are not independent. From 8 wk 
postnatal until adulthood, there is a pronounced increase in 
temporal resolution for neurons tuned to low spatial fre- 
quencies, with little change in temporal selectivity for neu- 
rons preferring high spatial frequencies. 

METHODS 

All experiments were performed with cats reared in a normal 
environment. Kittens at 4 wk postnatal ranged in weight between 
0.35 and 0.6 kg, and kittens at 8 wk of age weighed between 0.56 
and 0.91 kg. Adult cats ranged in weight from 1.9 to 5.1 kg. 

Surgical procedures 

After initial preanesthetic doses of acepromazine (0.5 mg/kg 
SC) and atropine (0.3 mg SC for adult cats, 0.05 mg SC for kittens), 
each cat is anesthetized with halothane (2.5-3% in 0,) for the 
remainder of the surgical preparation. A rectal temperature probe 
is inserted, electrocardiographic (ECG) electrodes are secured, 
and a femoral vein is catheterized. Subsequently, a tracheostomy 
is performed and a tracheal tube inserted. The animal is then 
secured in a stereotaxic apparatus with the use of ear bars. Electro- 
encephalographic (EEG) screw electrodes are placed over the 
frontal sinus, and a section of skull and dura ( -5 mm diam) are 
removed to allow insertion of a pair of tungsten-in-glass electrodes 
(Levick 1972). Two electrodes are used to increase the chance of 
encountering cells and to obtain simultaneous recordings from 
two or more cells, as described in other studies (DeAngelis et al. 
1992; Ghose et al. 1990, 199 1). For adults, the craniotomy is 
centered at Horsley-Clarke coordinates P4 L2. For 4-wk-old kit- 
tens, the craniotomy is centered -2-3 mm anterior and l-2 mm 
lateral to the lambda suture, which is a prominent landmark on 
the skull over the occipital lobe. For 8-wk-old kittens, the craniot- 
omy is centered halfway between the location determined by the 
Horsley-Clarke coordinates and that specified by the lambda su- 
ture. After lowering the electrodes to the cortical surface, agar is 
used to insulate the cortex, and melted wax is applied over the agar 
to create a sealed chamber. The cat is then paralyzed with galla- 
mine triethiodide (Flaxedil), which is continuously infused at a 
rate of 10 mgekg-’ l h-‘, along with 1 mg l kg-’ 0 h-’ of sodium 
thiamylal (Surital) as an anesthetic supplement. Artificial ventila- 
tion is carried out with a gas mixture of 70% N,O-29% 02- 1% CO,. 
The respirator is set at 25 strokeslmin, and stroke volume is ad- 
justed to maintain a constant end-tidal CO, of -4.5%. Body tem- 
perature is maintained near 38°C with the use of a servo-con- 
trolled heating pad. Heart rate, EEG, ECG, and intratracheal pres- 
sure are monitored continuously. Pupils are dilated with atropine 
( 1% ) and nictitating membranes are retracted with 10% phenyl- 
ephrine hydrochloride ( Neo-Synephrine). Contact lenses ( +2.0 
D) with 4-mm artificial pupils are then positioned on each cornea. 
For additional details, see Freeman and Ohzawa ( 1988) and Oh- 
zawa and Freeman ( 1986). 

At the end of an experiment, the animal is administered an 
overdose of pentobarbital sodium (Nembutal). After perfusion 
and fixation (with a buffered 0.9% saline solution followed by 10% 
Formalin), the cortex is frozen and sectioned into 40-pm slices. 
Tissue is stained with thionin, electrode tracks are reconstructed, 
and laminae identified. Histological analysis confirmed that all 
cells were recorded from area 17. 
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FIG. 1. Schematic diagram 
study. See text for details. 
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Experimental apparatus 
The apparatus used for conducting these experiments is shown 

schematically in Fig. 1. The cat is positioned in a stereotaxic appa- 
ratus, with head position fixed by means of ear bars and a mouth 
bar. The animal faces a large rear-projection screen, at a distance 
of 57 cm, on which variable dimension bars of light can be swept 
manually via a joystick. A pair of beam splitters (70% reflectance) 
is placed in front of the cat’s eyes, with each beam splitter oriented 
diagonally at ~45 O to the optical axes of the eyes. The beam 
splitters allow the cat to view stimuli on the tangent screen, as well 
as patterns that are presented on either of two video displays, one 
for each eye. The video displays (Mitsubishi Electronics; mean 
luminance, 45 cd/m2 ; screen size, 28 X 22 cm) have a resolution 
of 1,024 X 804 pixels and are refreshed at 76 Hz. Visual stimuli are 
generated on these displays by a dedicated computer that employs 
two high-resolution graphics boards (Imagraph). This visual stim- 
ulator is capable of generating sinusoidal grating stimuli of arbi- 
trary size, spatial frequency, orientation, velocity, and contrast. In 
addition, bright and dark bars of variable size and orientation can 
be presented at any position on the screen. A second computer 
controls the visual stimulator through a serial port and coordi- 
nates data acquisition, real-time analysis, and data display. 

The tungsten-in-glass microelectrodes are advanced through the 
cortex by a piezo-electric micropositioner (Burleigh). The signals 
from each electrode are then amplified, band-pass filtered ( lOO- 
10,000 Hz), and fed into a two-channel window discriminator. 
On the basis of amplitude discrimination with the use of a pair of 
reference levels, the window discriminator signals the occurrence 
of each selected action potential as a logic pulse. The time of occur- 
rence and input channel of each pulse event is then recorded with 
I-ms resolution and stored on disk. These signals are also used by 
the controlling computer to generate response histograms, which 
are displayed in real time on a high-resolution color monitor. 

Preliminary procedures 
The optic disks are projected onto the large tangent screen with 

the use of a reversible ophthalmoscope. The positions of the areae 
centrales are then estimated from the posit ions of the optic disks. 
Once the action potential of a single cell is isolated, the receptive 
field is initially explored with a bar of light that is moved man- 
ually. The location of the receptive field is marked on plotting 
paper by means of a large beam splitter behind the rear-projection 
screen. Ocular dominance is also estimated at this time. 

Before starting quantitative measurements, preliminary obser- 
vations are made to determine each cell’s preferred orientation 

and spatial frequency, as well as the size of its receptive field. 
Whether or not the cell exhibits end or side inhibition is also evalu- 
ated. This is done with the use of a “search” program, in which the 
orientation, spatial frequency, position, and size of a patch of 
drifting sinusoidal grating can be controlled with the use of a 
pointing device. By adjusting the parameters of the stimulus and 
observing the response, one can obtain a good estimate of a cell’s 
preferred orientation and spatial frequency. By adjusting the loca- 
tion of a small patch of grating to give the largest response, the 
center position of the receptive field can be located quite accu- 
rately. 

Having completed this search procedure, quantitative measure- 
ments of the cell’s orientation and spatial frequency tuning are 
obtained by presenting sequences of drifting sinusoidal gratings, in 
which one of these parameters is varied. In some of these experi- 
ments, temporal frequency tuning curves have also been obtained. 
Typically, large field ( 10-20” diam) grating stimuli are used for 
these tests, unless the cell exhibits end or side inhibition in the 
preliminary observations. When this is observed, the grating stim- 
uli are adjusted to be of optimal size for the cell (DeAngelis et al. 
1990). To construct tuning curves, gratings are presented for 4 s 
each in blocks of randomly interleaved trials, during which peri- 
stimulus time histograms ( PSTHs) of the responses are accumu- 
lated. Each stimulus is typically presented four to six times, and 
successive stimuli are separated by a period of 2-3 s during which 
the animal views blank screens of the same mean luminance as the 
gratings. For binocular cells, tuning curves are constructed for 
each eye by interleaving left and right eye stimuli during this pro- 
cess. After presentation of the complete set of stimuli, the magni- 
tude of the accumulated response to each different stimulus is 
evaluated by Fourier analysis of the PSTHs. The mean firing rate, 
as well as the first and second harmonics of the response, are 
computed. Because the responses of simple cells to drifting sinusoi- 
dal gratings are modulated at the temporal frequency of the stimu- 
lus, the ratio of the amplitude of the first harmonic to the mean 
firing rate can be used to classify simple cells (see Skottun et al. 
199 1 for review). 

Reverse correlation analysis 

To measure spatiotemporal receptive-field profiles for cortical 
cells, we have used a reverse correlation technique (DeBoer and 
Kuyper 1968; Eggermont et al. 1983; Sutter 1975) which is very 
similar to that described by Jones and Palmer ( 1987a) and Palmer 
et al. ( 199 1). The basic goal is to obtain an estimate of the spatio- 
temporal impulse response of a single cortical neuron. Tradition- 
ally, this type of measurement is obtained by repeatedly present- 
ing a brief stimulus and recording the response of the neuron over 
some period of time after the stimulus. An alternate approach is to 
stimulate the neuron with a continuous, random sequence of very 
brief stimuli and to store the ongoing response of the neuron. By 
cross-correlating the response of the neuron with the stimulus se- 
quence, one can obtain an input-output relationship for the neu- 
ron (see also Palmer et al. 199 1). I f  the stimulus sequence approx- 
imates white noise and the neuron behaves linearly, this cross- 
correlation procedure yields the spatiotemporal impulse response 
of the neuron ( see DeBoer and Kuyper 1968). The advantage of 
this method for studying cortical neurons is that a highly detailed 
spatiotemporal receptive-field profile can be obtained in a fraction 
of the time required with the use of the traditional approach de- 
scribed above. The assumption that our stimulus approximates 
white noise is examined in the APPENDIX; the assumption of lin- 
earity is examined in the companion paper (DeAngelis et al. 
1993). 

An efficient algorithm for computing the cross-correlation be- 
tween stimulus and response is known as reverse correlation, or 
triggered correlation ( DeBoer and Kuvper 1968 ). Our reverse 
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FIG. 2. A : schematic illustration of the reverse correlation algorithm 

for mapping receptive fields. The stimulus is a sequence (denoted y  l l k - 
l,k,k+ l*** ) of small bright and dark rectangular bars. These bars are 
presented, in random order, on a stimulus grid (shown in the center of the 
figure) that is oriented to match the preferred orientation of the neuron 
being studied. The train of action potentials produced by the neuron is 
shown at the top, in temporal register with the stimulus sequence. Each 
action potential is assigned to the stimulus that precedes it by a delay of T 
ms (see arrows pointing to the left). For example, the leftmost action 
potential in the spike train is assigned to the (k - 1 )th stimulus, which is a 
bright bar located near the top left corner of the stimulus grid. To record 
this event, we update the 2-dimensional(2-D) histogram labeled “Bright” 
by adding + 1 to the bin corresponding to the location of the stimulus on 
the grid. Similarly, the next 2 spikes in the train are assigned to the kth 
stimulus (a dark bar), and the histogram labeled “Dark” is updated. See 
text for additional details. B: 2-D spatial receptive-field profile for a simple 
cell, obtained by the use of the reverse correlation technique. Each square 
panel represents an area of visual space (in this case, 5 X 5” ), which is 
slightly larger than the cell’s receptive field. Left: 2-D spatial profile ob- 
tained in response to a bright bar stimulus. Middle: 2-D profile obtained in 
response to a dark bar. The darker a point in each of these panels, the more 
likely the cell is to respond to a bar stimulus centered at that location. Note 
that the responses elicited by bright and dark bars form spatially segre- 
gated, elongated subregions. This is characteristic of a simple cell. Right: 
composite receptive-field profile obtained by taking the difference of the 
bright and dark bar responses. In this composite profile, the lightest spots 
represent strong responses to a bright bar, and the darkest spots are indica- 
tive of strong response to a dark bar. Areas in which neither a bright or dark 
stimulus causes the cell to respond are shaded grey. 

correlation algorithm is diagramed in Fig. 2A (see also Freeman 
and Ohzawa 1990; Jones and Palmer 1987a; Palmer et al. 199 1). 
The visual stimulus is a pseudorandom sequence of small bright 
and dark rectangular bars that are presented on a stimulus grid 
that typically has 20 X 20 locations. This stimulus grid is posi- 
tioned such that its center corresponds to the center position of the 
receptive field, as determined in the search procedure described 

above. In addition, the size of the stimulus grid is adjusted so that 
it covers the entire receptive field. Both the stimulus grid and the 
small bar stimuli are oriented to match the cell’s preferred orienta- 
tion. Each bar stimulus is centered at one of the 20 X 20 locations 
on the stimulus grid. The bar stimuli are typically - 1.5 X 0.5 O in 
size and are presented for a duration of 40 ms, although these 
parameters are varied somewhat from cell to cell. In general, there 
is a trade-off between resolution and stimulus energy. Ideally, one 
would like to use stimuli that are very small and presented for very 
short durations, to maximize spatial and temporal resolution and 
to satisfy the assumption that each stimulus approximates an im- 
pulse (see APPENDIX). However, most cells will not respond to 
such stimuli because they have very little energy. Thus we gener- 
ally attempt to make the stimuli as small as possible, in both space 
and time, such that they still elicit a reasonable response from the 
neuron. In practice, these choices are guided by the spatial and 
temporal frequency tuning curves obtained with the use of grat- 
ings. For cells that respond to high spatial frequencies, small stim- 
uli must be used such that the spatial resolution of the reverse 
correlation technique is higher than the spatial resolution of the 
cell’s receptive field. Similar considerations apply to the choice of 
stimulus duration, which can be guided by the measured temporal 
frequency tuning. 

The reverse correlation algorithm operates as follows (see Fig. 
2A). Individual bar stimuli are presented one at a time, in rapid 
succession, on the stimulus grid. For each successive 40-ms presen- 
tation, both the location of the bar on the stimulus grid and the 
contrast of the bar (bright or dark) are chosen randomly. Each 
time an action potential occurs, we assign it to the stimulus that 
preceded it by a delay period of T milliseconds. During the data 
collection, we assume a particular value of T. Previous studies 
(DeAngelis et al. 199 1; Jones and Palmer 1987a) have shown that 
values ranging from 50 to 80 ms are quite effective for most cells. 
After the data have been collected, we analyze over a range of 
values of T( see below). Once a spike has been assigned to its likely 
causal stimulus (i.e., the one that precedes it by T ms), we incre- 
ment a two-dimensional (2-D) histogram bin at the coordinate 
that corresponds to the location of the causal stimulus on the 
stimulus grid. Separate histograms are collected for the responses 
to bright and dark bars. This assignment process is repeated for 
each action potential that is elicited by the stimulus sequence. For 
a stimulus grid having 20 X 20 locations, one stimulus sequence 
consists of 800 different bar stimuli (400 grid locations times 2 bar 
contrasts), and lasts -32 s (if we assume that each bar is pre- 
sented for 40 ms). Each bar stimulus occurs once and only once 
during each stimulus sequence. Usually, the stimulus sequence is 
repeated 20-50 times to obtain enough spikes (on the order of a 
few thousand) for a smooth receptive-field profile. Thus the time 
required for a complete measurement of the receptive-field profile 
is in the range of lo-25 min. Note that the presentation order of 
stimuli is rerandomized each time the stimulus sequence is re- 
peated, such that a particular temporal sequence of bright and 
dark bars is never repeated. 

Figure 2B shows a typical receptive-field profile for a simple 
cell, as obtained by reverse correlation. The left and middle panels 
show, as two-dimensional density plots, the response profiles for 
bright and dark stimuli, respectively. A composite receptive-field 
profile is obtained by taking the difference of the bright and dark 
bar responses, as shown in the right panel of Fig. 2B. The assump- 
tions underlying this subtraction operation are addressed in the 
DISCUSSION. In the composite profile, regions responsive to bright 
stimuli are shown in shades of gray approaching white, whereas 
regions responding to dark stimuli are shaded nearly black. This 
composite profile gives the 2-D spatial structure of the receptive 
field for one particular value ( T = 60 ms) of the reverse correlation 
delay, T. 

A major focus of this study is to describe how the spatial struc- 

Downloaded from journals.physiology.org/journal/jn at University Library Zurich (089.206.081.092) on May 2, 2024.



SPATIOTEMPORAL RECEPTIVE-FIELD STRUCTURE OF SIMPLE CELLS 1095 

T=140 ms 

FIG. 3. Method of constructing spatiotemporal receptive-field profiles 
for simple cells. The 4 stacked panels (top) show the 2-dimensional(2-D) 
spatial receptive-field profile (for the same simple cell shown in Fig. 2B) 
for 4 different values of the reverse correlation delay parameter (T = 30, 
60, 100, 140 ms). Each 2-D spatial profile is shown as a grey-scale density 
plot, where “white” pixels indicate response to a small bright bar and 
“black” pixels indicate response to a small dark bar. Computing the 2-D 
spatial receptive-field profile for many different values of Tyields the 3-di- 
mensional(3-D) data set shown as a cube, where X and Y correspond to 
the 2 spatial dimensions of the reverse correlation stimulus grid, and T is 
the reverse correlation delay. Slicing through this cube at any value of T 
yields a corresponding 2-D spatial receptive-field profile (the T = 60 ms 
profile is shown within the cube as an example). Integrating this 3-D data 
set along the Y-axis (i.e., parallel to the cell’s preferred orientation) yields a 
simplified spatiotemporal receptive-field profile, or X-T plot (McLean 
and Palmer 1989), which is shown below the cube as a contour map. This 
X-T plot shows the cell’s 1 -D spatial sensitivity profile (along the X dimen- 
sion) as a function of the time delay, T, between stimulus onset and elic- 
ited spike activity. Solid contour lines represent bright-excitatory (or ON) 

receptive-field subregions; dashed contours represent dark-excitatory (or 
OFF) receptive-field subregions. 

ture of simple-cell receptive fields changes with time, in both cats 
and kittens. For this purpose, the reverse correlation algorithm 
can be extended to produce a spatiotemporal receptive-field pro- 
file (McLean and Palmer 1989; Palmer ct al. 199 1). This process 
is illustrated in Fig. 3. The complete spatiotemporal receptive- 
field profile, illustrated by the cube in Fig. 3, is a function of three 
independent variables: X, Y, and T. X and Y are the two spatial 
dimensions of the receptive field, and T is time. By convention, Y 
is always the dimension of the receptive field that is parallel to the 
cell’s preferred orientation. Hence X is the dimension that cuts 
across the elongated bright- and dark-excitatory subregions, as 
usually displayed in a line-weighting function (e.g., DeValois et al. 
1978; Movshon et al. 1978a). Because it is difficult to display the 
full spatiotemporal receptive-field profile, we integrate along Y to 

obtain a simplified description, which we shall call an X-T plot. 
This is shown at the bottom of Fig. 3 as an isoamplitude con- 
tour map. 

Throughout this paper, X-T profiles will be displayed as con- 
tour plots; hence a brief description of the construction of these 
plots is necessary. Each X-T profile typically has a resolution of 20 
points in space (X) and 20 points in time (T). The data are 
smoothed with the use of a very small Gaussian filter, which re- 
moves high-frequency (i.e., spurious) noise in the data. The pa- 
rameters of this filter are chosen such that its roll-off does not 
substantially attenuate frequencies within the spatiotemporal pass 
band of a given neuron. Once smoothed, the X-Tdata are interpo- 
lated and plotted as a contour map. Contours are drawn at ampli- 
tudes which are ? 10, 30, 50, 70, and 90% of the extreme absolute 
value. Contour levels above and below zero are shown as solid and 
dashed lines, respectively. This allows bright-excitatory (-) 
and dark-excitatory (---) subregions to be easily distinguished in 
the contour maps. 

For some cells, spatiotemporal receptive-field profiles are ob- 
tained with the use of a one-dimensional ( 1-D) variant of the 
reverse correlation algorithm. In this case, the stimuli are long, 
thin bars (typically 15-20” in length X 0.2-0.5” in width), and the 
stimulus grid is one-dimensional (along X). Effectively, this 
amounts to eliminating the Y-dimension of the three-dimensional 
data set (see Fig. 3). This reduction of information is not problem- 
atic here because we are mainly interested in the X-T profile and 
not the X-Y plane (i.e., in constructing the X-T profiles, we inte- 
grate along the Y dimension, anyway). The benefit of this 1-D 
algorithm is that, compared with short bars, long bars often elicit a 
much stronger response from the neuron being tested, allowing us 
to obtain X-T profiles for many cells that respond poorly to the 
full 2-D stimulus ensemble. The 1-D reverse correlation algorithm 
is used most often with kittens, because the responsivity of cells in 
kittens is generally much lower than that in adults (e.g., Freeman 
and Ohzawa 1992). Another advantage of the 1 -D variant is that a 
good X-Tprofile can be obtained in a fraction of the time required 
for the 2-D reverse correlation. 

Spectral analysis 

To evaluate the spatial and temporal frequency selectivities of 
simple cells, we have performed Fourier analysis on the measured 
spatiotemporal (X-T) receptive-field profiles. This operation con- 
verts a function of space and time into a function of spatial fre- 
quency and temporal frequency (see, for example, Bracewell 
1978). For each cell, an appropriate time epoch is carefully se- 
lected to contain the entire response profile (e.g., Fig. 4A ). I f  the 
time epoch is too short, some of the receptive field will be missing, 
and the frequency spectrum will not be accurate. Ifthe time epoch 
is much too long, then the receptive-field profile may not be ade- 
quately sampled, and the signal-noise ratio of the X-T data be- 
comes poor. For most cells from adult cats, a 300- to 400-ms time 
epoch is suitable. For cells from kittens, the time epochs range 
from 400 to 1,200 ms. Once a time epoch is selected, the X-T data 
are then zero-padded to fill an array of size 128 X 128. This zero 
padding is necessary to improve the resolution of the data in the 
frequency domain. Note that zero padding does not introduce 
discontinuities (i.e., high-frequency components) into the data 
because the unpadded X-T profiles have values very close to zero 
at the borders where zero padding takes place. After padding, a 
2-D ( 128 X 128 point) Fast Fourier Transform (FFT) algorithm is 
applied to the data. In standard fashion, the amplitude spectrum, 
A (sf, tf), is computed as 

A(sf, tf) = \IReal(sf, tf)‘+ Imag(sA tf)* (1) 

where sf denotes spatial frequency and tf denotes temporal fre- 
quency. Real( sf, tf) and Imag( sf, tf) are the real and imaginary 
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ADULT 8 WEEKS 4 WEEKS 

0 6 0 4 0 6 

FIG. 4. Representative spatiotemporal receptive-field (X-T) profiles obtained from adult cats (A and B), 8-wk-old 
kittens ( C and 0)) and 4-wk-old kittens (E and F) . The spatial extent (X) of each profile is indicated along the horizontal 
axis, and the temporal extent ( T) is indicated along the vertical axis. Note the large difference in time scale between the adult 
and kitten examples. Neurons in A, C, and E have X-T profiles that are approximately space-time separable. Neurons in B, 
D, and F have X-T profiles that are clearly oriented in space-time: the cell shown in B prefers leftward motion, whereas the 
cells shown in D and F prefer rightward motion (with respect to the axis of the cell’s preferred orientation). 

parts, respectively, of the Fourier transform. An example ampli- 
tude spectrum is shown in Fig. 11 B. 

RESULTS 

For this study, spatiotemporal receptive-field profiles 
have been obtained for 9 1 simple cells from 15 adult cats, 
63 simple cells from 4 kittens at 8 wk postnatal, and 79 cells 
from 11 kittens at 4 wk postnatal. Cells were classified as 
simple if they had discrete “ON" and “OFF” receptive-field 
subregions (Hubel and Wiesel 1962) and exhibited a high 
degree of modulation ( 1 st harmonic/DC response > 1) in 
response to drifting sinusoidal gratings of spatial frequency 
higher than the optimal (Skottun et al. 199 1). Cells that 
failed to meet either of these two criteria were classified as 
complex and will not be considered further here (see DIS- 
CUSSION). 

Figure 4 shows spatiotemporal receptive-field profiles 
(X-T plots) for a representative group of simple cells from 
adult cats (A and B), 8-wk kittens ( C and D), and 4-wk 
kittens (E and F) . Each X - T profile is obtained by stimula- 
tion of the dominant eye, while the nondominant eye views 
a blank screen of equal mean luminance. Spatial position 
(X) is plotted along the horizontal axis, and time ( T) is 
plotted on the vertical axis. In each profile the areas delim- 
ited by solid contour lines have positive values and repre- 
sent bright-excitatory (or ON) ’ receptive-field subregions. 

’ Several studies (e.g., Ferster 1988; Heggelund 1986; Palmer and Davis 
198 1) have shown that ON regions evoke excitation when probed with a 
bright stimulus and inhibition when probed with a dark stimulus. Simi- 
larly, OFF regions yield excitation in response to a dark stimulus and inhibi- 
tion in response to a bright stimulus. As a result, ON regions may be re- 
ferred to as bright-excitatory and OFF regions as dark-excitatory. We shall 
use the terms ON/OFF and bright-excitatory/dark-excitatory interchange- 
ably throughout this paper. 

Areas marked by dashed contours have negative values and 
represent dark-excitatory (or OFF) receptive-field subre- 
gions. The relative strengths of bright- and dark-excitatory 
subregions can be judged by the number of contour lines 
that delimit these regions (each X-T profile has 10 equally 
spaced contour levels). 

As illustrated by Fig. 4, X-T profiles obtained from 
adults and kittens demonstrate a variety of shapes. A, C, 
and E show X-T profiles that are approximately separable 
in the space-time domain. In these cases, the 2-D profile, 
R(X, T), can be well approximated as the product of two 
1 -D profiles, one a function of space, G(X), and the other a 
function of time, H(T) [i.e., R(X, T) = G(X)H( T)]. 
Along the spatial dimension (X), these profiles typically 
exhibit two or three alternating bright- and dark-excitatory 
receptive-field subregions (i.e., they are usually bipartite or 
tripartite). We have, however, measured spatiotemporal re- 
sponse profiles with as many as five or six spatially discrete 
subregions (see Fig. 8 E). Along the temporal dimension 
( T) , separable X - T profiles are typically biphasic ( see A, C, 
and E). However, some cells have X-T profiles that are 
monophasic in time, and others are triphasic. 

In contrast to the data shown in Fig. 4, A, C, and E, the 
X-T profiles shown in B, D, and F are clearly space-time 
inseparable. Here, we cannot approximate the spatiotem- 
poral response profile as the product of two 1-D functions. 
In these cases the individual bright-excitatory and dark-ex- 
citatory subregions (- and- - -, respectively) are notice- 
ably oriented, or “tilted,” in the space-time domain (see 
also McLean and Palmer 1989). For these cells, a particular 
spatial location within the receptive field cannot be as- 
signed, unambiguously, to either an ON subregion or an OFF 
subregion. Although this appears to violate the original defi- 
nition of simple cells, as outlined bv Hubel and Wiesel 
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( 1959, 1962), cells B, D, and F of Fig. 4 are not complex 
cells. Segregated bright- and dark-excitatory subregions are 
clearly visible when one views these receptive fields in the 
joint space-time domain (see DISCUSSION for more on this 
point). 

Because of space-time inseparability, we would expect 
the cells shown in B, D, and F to show some preference for 
the direction of movement of a visual stimulus (Adelson 
and Bergen 1985; McLean and Palmer 1989; Watson and 
Ahumada 1983, 1985). All three of these neurons were, in 
fact, highly direction selective when tested with a drifting 
sinusoidal grating stimulus. In contrast, the neurons shown 
in A, C, and E exhibited little direction selectivity in re- 
sponse to drifting gratings. The relationship between space- 
time inseparability and direction selectivity is examined 
quantitatively in the companion paper (DeAngelis et al. 
1993). 

In general, there is a strong qualitative similarity between 
the X-T profiles obtained from adult cats and kittens at 4 or 
8 wk postnatal. This is evident in Fig. 4 and applies to the 
vast majority of cells recorded from the three age groups. In 
each group, we find cells with separable X-T profiles, as 
well as those that exhibit varying degrees of inseparability. 
Moreover, in all groups, we find various types of spatial 
symmetry, as described below (see Figs. 8 and 9). The most 
noticeable difference between X-T profiles from adults and 
kittens lies in the temporal duration of the responses (note 
the time scales in Fig. 4). For the neurons shown in Fig. 4, A 
and B, the entire spatiotemporal response profile is con- 
tained within a time epoch of 300 ms. This is typical of 
simple cells from adult cats. By contrast, the X-T profiles 
shown in E and F fill a time epoch of 800 ms. Overall, the 
profiles obtained from 4-wk kittens and 8-wk kittens typi- 
cally persist for much longer than those from adults, as is 
shown in the following section. 

Temporal receptive-jield structure 

To quantify differences in temporal structure between 
adult and kitten X-T profiles, we have examined both the 
latency and the duration of these responses. We first con- 
sider the measurement of response latency, as illustrated in 
Fig. 5. Figure 5A shows the X-T profile for a simple cell 
from an adult cat. For any given value of T, we can extract a 
1 -D spatial receptive-field profile by slicing through the X- 
T plot parallel to the X axis. Clearly, for T = 0 ms or T 9 
200 ms, the 1-D receptive-field profile will have no discern- 
ible structure. For intermediate values of T, however, the 
1-D profile exhibits a familiar alternating arrangement of 
bright- and dark-excitatory subregions, which is typical of 
simple cells (e.g., Movshon et al. 1978a). This is illustrated 
in Fig. 5A, right, for three values of T (T = 38 ms, T = 68 
ms, and T = 98 ms). Note that the arrangement and rela- 
tive strengths of the bright- and dark-excitatory subregions 
change very little as a function of T, that is, the X-T profile 
is approximately space-time separable. Note also, however, 
that the total area under the 1-D receptive-field profile 
(shown shaded in Fig. 5A) changes markedly with T. As a 
measure of the rapidity with which the cell’s response fol- 
lows the onset of a stimulus, we define the peak response 

latency ( Tpeak) as the value of Tat which the 1-D receptive- 
field profile has maximal area under the curve. For the cell 
of Fig. 5A, T = 68 ms yields the 1 -D receptive-field profile 
having the largest area under the curve; thus, for this cell, 
the response latency ( Tpeak) is 68 ms. It should be noted that 
q3eak is not truly a latency, because the cell begins to re- 
spond much earlier. Nevertheless, this parameter is conve- 
nient for comparing the time course of responses of simple 
cells from adults and kittens. 

Figure 5 B shows the distribution of Tpeak for a population 
of 9 1 simple cells from adult cats ( q ) , 63 simple cells from 
8-wk-old kittens ( q ), and 79 simple cells from 4-wk-old 
kittens (Cl). On average, Tpeak is 68.2 ms for cells from 
adults ( I) ), 90.7 ms for cells from 8-wk kittens (+ ), and 
114 ms for cells from 4-wk kittens ( 4 ). A one-way analysis 
of variance (ANOVA) reveals a significant main effect 
(F 2 230 = 66.1, P < 0.00 1) of age on the distribution of Tpeak. 
Figure 5C shows the mean value of Tpeak plotted as a func- 
tion of age, with error bars denoting the 95% confidence 
interval for each mean. Statistical analysis (Tukey’s HSD 
test) reveals that the differences in Tpeak between age groups 
are significant. 

It is clear from Fig. 5C that the response latency of simple 
cells declines progressively as a function of age. In addition, 
the data of Fig. 4 show that the receptive fields of neurons 
from kittens have a much longer time duration than those 
from adults. To compare the time duration of receptive 
fields from adults and kittens, we have performed the analy- 
sis shown in Fig. 6. To illustrate this analysis, consider the 
cell depicted in Fig. 6, A and B. We first find the spatial 
position (X) at which the X-T profile has its largest positive 
(or negative) value. This position is indicated by a vertical 
line through the X-T profile of Fig. 6A. A temporal re- 
sponse curve, R ( T), is then obtained by slicing through the 
X-T profile parallel to the T axis. R( T) is shown as the 
dashed curve in Fig. 6 B. Note that R ( T) has an initial nega- 
tive (dark-excitatory) phase, followed by a large positive 
(bright-excitatory) phase and, finally, a small negative 
phase. 

To quantify the temporal extent of the receptive field, we 
wish to measure the duration of the temporal response, 
R( T). However, this is somewhat difficult, because the 
shape of this curve varies from cell to cell, and there is no 
obvious functional form that generally describes the curve. 
One way to deal with this problem is to obtain the envelope 
of the temporal response. This envelope (shown as the solid 
curve in Fig. 6 B) is computed as follows (see also Field and 
Tolhurst 1986). First, the Hilbert transform of the tem- 
poral response curve, H [ R ( T )] , is obtained by shifting the 
phase of all frequency components by 90’ (Bracewell 1978; 
Gabor 1946). The result of this transformation is shown in 
Fig. 6 B as the dotted curve. The temporal response curve, 
R ( T) , and its Hilbert transform, H [ R ( T)] , are said to 
form a quadrature pair. The envelope of the cell’s temporal 
response, E( T) (solid curve), is computed as the vector 
sum of these two quadrature components 

E(T) = ~JR(~-)~+H[R(T)]~ (2) 

From E( T), it is convenient to define the time duration, D, 
of the receptive field as the width of the envelope at some 
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T=98ms 

O1 .I 

FIG. 5. Analysis of temporal response la- 
tency for simple cells from adults and kit- 
tens. A : an X-T plot is shown for a simple 
cell from an adult cat. Slicing through the 
X-T plot at any particular value of T yields a 
1 -dimensional ( 1-w receptive-field profile. 
Examples are shown on the right of A for 
values of T = 38,68, and 98 ms Latency to 
peak response, T peak, is defined as the value 
of the reverse correlati on delay, T, which 
yields the 1-D receptive-field profile having 
maximal area under the curve (shaded 
area). The value of Tpeak for this cell is 68 
ms. B: distribution of Tpeak is shown for pop- 
ulations of simple cells from adult cats ( n ), 
8-wk-old kittens ( •I ), and 4-wk-old kittens 
( q ). Arrows indicate the mean values of 
Tpeak for each of the 3 age groups. c: mean 
value of Tpeak is plotted as a function of age. 
Error bars denote the 95% confidence inter- 
val for each mean value. 

4 wk 8 wk Adult I : : : : : : : : : : : I 
0 30 60 90 120 150 180 >200 

Tpeak crns) 

criterion response level. To be consistent with spatial enve- 
lope measurements described below, we have computed the 
width of the temporal envelope at the level which is 1 /e (or 
0.367) of the peak envelope value. For the cell of Fig. 6, A 
and B, the receptive-field duration, measured in this man- 
ner, is D = 145 ms. 

Figure 6, C and D, illustrates the results of this analysis 
for another simple cell, this one from a 4-wk-old kitten. 
Note the exceptionally long duration of the temporal enve- 
lope shown in Fig. 6D. This cell, in fact, had the longest 
duration receptive field (D = 660 ms) of all those that we 
have recorded. Note also that the temporal response enve- 
lope rises quickly to a peak and then decays slowly. This is a 
common feature of the temporal receptive-field structure of 
most cells that we have studied. 

The histogram of Fig. 7A shows the distribution of recep- 
tive-field duration, D, for the same populations of cells as in 
Fig. 5 B. The average values of D are 139.6 ms for adults 
( I) ), 2 11 ms for 8-wk kittens ( + ) , and 242.4 ms for 4-wk 
kittens (4). ANOVA shows a significant main effect 
(F 2,230 = 49.5, P < 0.001) of age on the average value of 
receptive-field duration. Figure 7 B shows the mean value 
of D plotted as a function of age. Tukey’s HSD test reveals 
that each of the mean values is significantly different from 
the others. Note, however, that the average value of recep- 
tive-field duration for 8-wk-old kittens is much closer to 
that for 4-wk-old kittens than to that for adults. 

Spatial receptive-field structure 

In the previous section we examined the temporal struc- 
ture of simple-cell receptive fields from adults and kittens. 
In this section we compare the spatial organization of re- 

Age 

ceptive fields in these same age groups. To characterize the 
spatial structure of simple receptive fields, we perform the 
fitting procedure illustrated in Fig. 8. Shown in Fig. 8A is 
the X-T profile for a simple cell from an 8-wk-old kitten. 
Slicing through the X-T profile at T = TPeak yields a 1-D 
spatial receptive-field profile, which is shown in Fig. 8 B by 
the filled circles. This profile has a central bright-excitatory 
(ON) subregion, flanked on either side by a dark-excitatory 
(OFF) subregion. 

To compare the structure of 1-D receptive-field profiles 
from different cells, we have fit these data with a Gabor 
function (Gabor 1946; Marcelja 1980), which is simply a 
sinusoid modulated in space by a Gaussian envelope. The 
Gabor function is chosen because it has a simple mathemat- 
ical form, and also because it provides a good fit to mea- 
sured receptive-field profiles ( DeAngelis et al. 199 1; Field 
and Tolhurst 1986; Jones and Palmer 1987b). Although 
other functions might provide a slightly better fit to the data 
(see Stork and Wilson 1990), the Gabor function is prefera- 
ble because it has parameters that are easy to interpret and 
directly relevant to the shape of the receptive-field profile. 
In this study we have fit 1-D receptive-field profiles with a 
Gabor function having the form 

G(x) = J&9(X-Xo)/'d2 cos md& - -a + @J (3) 

where K x, 7 w,&, 9 and + are free parameters. Specifically, 
x0 is the spatial coordinate corresponding to the center of 
the receptive-field envelope, w  is a measure of the width of 
the receptive-field envelope, f,,, is the optimal spatial fre- 
quency for the cell, and @ is the spatial phase of the recep- 
tive-field profile with respect to the center of the Gaussian 
envelope. K is simply a scaling factor. The solid curve in 
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FIG. 6. Examples of the Hilbert transform analysis for computing temporal response envelopes. A : an X-T profile is 

shown for a direction-selective simple cell from an adult cat. B: a temporal response curve, R ( T) (- - -) , is obtained by 
slicing through the X-T profile at the X-coordinate indicated by the vertical line in A. The temporal response curve, R ( T) , 
and its Hilbert Transform, H[ R( T)] ( l l l ), are said to form a quadrature pair. The temporal response envelope, E( T) 
(solid curve) is computed as the vector sum of R( T) and H[ R( T)] ,-as formulated in Eq. 2. The receptive-field duration, D, 
for this cell is 145 ms. C: this X-T profile from a 4-wk-old kitten shows the longest temporal response we have observed. D: 
computation of the temporal envelope, E( T), for the X-T profile shown in C. Note the exceptionally long duration (D = 
660 ms) for this cell. Notice also that the temporal envelope shown here does not fall to 0 at T = 0 ms [i.e., E( 0) # 01. This 
should not be interpreted as meaning that the cell produces some instantaneous response to the stimulus, because this is not 
possible. Rather, this is a consequence of the fact that the Hilbert transform is noncausal. Thus, although R( 0) = 0 in D, 
H[R(O)] $1 0. However, this artifact has no effect on the measured value of the duration, provided that the value of the 
envelope at T = 0, E( 0)) is less than or equal to the criterion response level ( 1 /e of the peak value). For virtually all cells in 
our sample, this latter requirement holds, and the duration, D, can be measured in exactly the same manner as described for 
the cell in A and B. 

Fig. 8 B is the Gabor function, G(X) , which best fits the 1 -D 
receptive-field profile for this cell. The dashed curve shows 
the Gaussian envelope of the Gabor function. 

Once a Gabor function is fit to the receptive-field profile, 
the size of the receptive field is given by the spatial extent of 
the Gaussian envelope. By definition, we use the parameter 
w  (see Eq. 3) as a measure of the size of the receptive field. 
This parameter corresponds to the width of the Gaussian 
envelope at a criterion response level that is 1 /e (or 0.367) 
of the peak height of the envelope. For the cell of Fig. 8 B, 
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the width of the receptive field is w  = 2.7’. Figure 8C shows 
the distribution of receptive-field envelope width, w, for 
simple cells from adult cats and kittens. The mean values of 
w  are 1.95 O for adults ( * ), 2.03 O for 8-wk kittens ( + ), and 
2.62’ for 4-wk-old kittens (e ). A one-way ANOVA re- 
veals a significant main effect of age (& 230 = 11.98, P < 
0.00 1) . Mean values and 95% confidence intervals are plot- 
ted in Fig. 8 D as a function of age. Tukey’s HSD test shows 
that the mean envelope width for 4-wk kittens is signifi- 
cantly larger than that for 8-wk kittens or adult cats. How- 

FIG. 7. Summary of receptive-field du- 
ration, D, for simple cells from animals of 
different ages. A : histogram is shown of the 
distributions of D for adults ( n ), 8-wk-old 
kittens ( q ), and 4-wk-old kittens ( q ). 
Mean values for these populations are indi- 
cated by the arrows. B: mean receptive-field 
duration, D, is plotted as a function of age. 
Error bars represent the 95% confidence in- 

8wk- 
terval for each mean value. 

wk Adult 

Age 

Downloaded from journals.physiology.org/journal/jn at University Library Zurich (089.206.081.092) on May 2, 2024.



1100 G. C. DEANGELIS, I. OHZAWA, AND R. D. FREEMAN 

A 
600 

KN235rl6.028 

Tpeak 

6 

Envelope Width, w (deg) 

TJ 8 weeks (N=63) 

1 Adult (N=91) 

I::::::::::: I 
0 1 2 3 4 5 6 

Number of Subregions 

B 

w 

D 

\ t \ / \ / \ @=22O 
/ \ I 0 

X 0 

\ 
\ / 
L’ 

3 2.8 TT 
P, 
3 

g- 2.2 
z 
3 

Age 

F 

ii! 4T 

1 4 
Adult 

Age 

ever, the mean value of w  for 8-wk kittens is indistinguish- 
able from the mean for adult cats. Comparison of Fig. 8 D 
with Fig. 7B elucidates a fundamental difference in the 
development of spatial and temporal receptive-field struc- 
ture. Although the spatial envelope of the receptive field 
decreases to adult size by 8 wk postnatal, the temporal 
envelope is still much longer for 8-wk kittens than for 
adult cats. Thus it is clear that the spatial dimension of the 
receptive field matures more rapidly than the temporal 
dimension. 

Another interesting parameter to examine is the number 
of subregions within the 1-D receptive-field profile. This is 
computed as follows 

Number of subregions = fi X w X f,,, X 2 (4) 

where w  and&, are parameters of the Gabor function, as 
formulated in Eq. 3. @w corresponds to the width of the 
Gaussian envelope at a criterion level that is 5% of the peak 
amplitude. Multiplying @w by the optimal spatial fre- 

FIG. 8. Analysis of receptive-field size and 
periodicity is illustrated here. A : X-T plot is 
shown for a simple cell from an 8-wk-old kitten. 
Horizontal line through the X-T profile indi- 
cates the optimal reverse correlation delay 
( Tpeak) for this cell. B: a l-dimensional ( 1-D) 
spatial receptive-field profile is obtained by slic- 
ing through the X-T plot at T = Tpeak. This 1 -D 
profile is shown as filled circles. The solid curve 
is the Gabor function (see Eq. 3) that best fits 
the 1-D spatial receptive-field profile. Dashed 
curves show the Gaussian envelope of this func- 
tion. The best-fitting Gabor function has an en- 
velope width, w, of 2.7”. The spatial phase, @‘, of 
the Gabor function, relative to the center of the 
Gaussian envelope, is @ = 22”. C: histogram 
showing the distribution of receptive-field enve- 
lope width, w, for populations of simple cells 
from adult cats (m ), 8-wk-old kittens ( •I ), and 
4-wk-old kittens ( •I ) . D: mean value of M? is 
plotted as a function of age, with error bars indi- 
cating the 95% confidence interval for each 
value. E: distribution of the number of subre- 
gions within the receptive fields of simple cells 
from each of the 3 age groups. Number of subre- 
gions is computed by Eq. 4 (see text for details). 
F: mean number of subregions is plotted as a 
function of age, showing that the periodicity of 
simple receptive fields changes little with age 
after 4 wk postnatal. 

quency,J,,,, gives the number of cycles within the receptive 
field. An additional factor of two converts number of cycles 
into number of subregions. Figure 8E shows the distribu- 
tion of the number of subregions in the receptive fields of 
simple cells from adult cats and kittens. The distributions 
from the three age groups overlap almost completely. The 
mean number of subregions (Fig. 8 F) is 2.25 for 4-wk kit- 
tens, 2.60 for 8-wk kittens, and 2.45 for adult cats; these 
values are not significantly different (Tukey HSD test). 
Thus, although the average envelope width decreases with 
age beyond 4 wk postnatal (Fig. 8 D), the periodicity of 
simple cell receptive fields appears mature at 4 wk of age. 
These two observations suggest that the preferred spatial 
frequency of simple cells increases from 4 to 8 wk postnatal, 
as shown below (see Fig. 13 B). 

We now consider the spatial arrangement of bright- and 
dark-excitatory subregions within the receptive field. In gen- 
eral, we can characterize the spatial organization, or sym- 
metry, of simple cell receptive fields by examining the 
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FIG. 9. Summary of receptive-field phase data for simple cells from 
cats and kittens. A : histogram showing the distribution of spatial phase, @, 
for all simple cells recorded from adult cats ( n ) , 8-wk-old kittens ( q ) , and 
4-wk-old kittens ( q ). Each value of @ was obtained through the fitting 
procedure illustrated in Fig. 8, A and B. Shown above the histogram are 
Gabor functions having Q, = 0”) @ = 90°, and @ = 180’) respectively ( left 
to right). B: histogram showing the distribution of + for the subset of cells 
with approximately space-time separable receptive fields, as determined by 
computing a direction selectivity index (DSI, see Es. 7). Only those cells 
having a DSI < 0.2 are shown in this histogram (yt = 43 for adults, n = 29 
for 8-wk-old kittens, n = 37 for 4-wk-old kittens). Note that the distribu- 
tion is approximately uniform (see text for details). 

phase parameter, @ (see Eq. 3), of the best-fitting Gabor 
function ( DeAngelis et al. 199 1; Field and Tolhurst 1986; 
Jones and Palmer 1987a). This is illustrated at the top of 
Fig. 9, which shows Gabor functions having phases of 0,90, 
and 180”, respectively (left to right). When the spatial 
phase is 0 or 180”, the Gabor function is even-symmetrical; 
when the phase is 90° (or 270”), the Gabor function is 
odd-symmetrical. For the receptive field shown in Fig. 8 B, 
@ equals 22O, and the 1 -D receptive-field profile is close to 
even-symmetrical. 

The histogram of Fig. 9A shows the distribution of recep- 
tive-field phase, 2 <p, for all simple cells recorded from adult 
cats(n=91,~),8-wkkittens(n=63,U),and4-wkkittens 
(n = 79,O). Clearly, the distribution of @ is very broad. In 
fact, for each age group, the distribution of Qi is statistically 

2 Note that the phase axis in Fig. 9 has a range from 0 to 1 80°. Of course, 
phase actually varies from 0 to 360”, but we limit the scale because of the 
confounding effect of orientation. For example, a receptive-field profile 
having @ = 90° would become a profile having @ = 270” if the preferred 
orientation of the cell was rotated by 180”. Thus we cannot actually distin- 
guish phases ranging from 180 to 360” from those in the 0- 1 80° range. For 
this reason, values of @ falling between 180 and 360° have been reflected 
(around 180’ ) to fall in the range from 0 to 180’. See Field and Tolhurst 
( 1986) for more on this point. 

indistinguishable from uniform (x2 = 8.28, P = 0.69 for 
adults; x2 = 5.71, P = 0.89 for 8-wk kittens; x2 = 3.47, P = 
0.98 for 4-wk kittens). These data agree well with those 
obtained by Field and Tolhurst ( 1986), Hamilton et al. 
( 1989), and Jones and Palmer ( 1987b), despite differences 
in the methodology used to obtain phase estimates. Note, in 
particular, that the phase data of Fig. 9A are not grouped 
around values of 0 (or 180’ ) and 90’. Thus the receptive 
fields of simple cells are not limited to even- and odd-sym- 
metrical types, as some researchers have categorized them 
(e.g., Kulikowski and Bishop 198 1; Movshon et al. 1978a; 
see Field and Tolhurst 1986 for review). Instead, simple- 
cell receptive fields exhibit all spatial phases with nearly 
equal probability. Moreover, simple-cell receptive fields in 
4-wk kittens exhibit the full range of symmetries exhibited 
by cells in adult cats. 

Spatial symmetry and space-time separability 

At this point it is necessary to address a potential problem 
with the data of Fig. 9A. Recall from Fig. 8A that the 1-D 
receptive-field profile for each cell is obtained by slicing 
through the X-T profile at T = Tpeak. The spatial phase, @, 
is then obtained by fitting a Gabor function to the 1-D 
receptive-field profile. What happens to the value of % if we 
obtain a 1-D receptive-field profile by slicing through the 
X-T plot at a different value of T? As shown in Fig. 10, + 
can vary considerably over time if the cell’s receptive field is 
not space-time separable. 

Figure 1OA shows a space-time inseparable receptive- 
field profile for a direction-selective simple cell. To exam- 
ine how spatial receptive-field structure changes over time, 
we slice through the X-T profile at several different values 
of T, extract 1-D receptive-field profiles, and find the best- 
fitting Gabor function for each time slice (as in Fig. 8 B). 
Figure 10, C-G, shows how each of the five parameters of 
the best-fitting Gabor function (see Eq. 3) varies over time. 
For the cell of A, notice that the envelope center (x0), the 
optimal spatial frequency (f,,,) , and the envelope width 
( w) do not change substantially over time (open circles of 
Fig. 10, D-F, respectively). There is, however, a large grad- 
ual change in the phase (a) of the receptive field over time 
(see open circles in G). This example demonstrates that 
cells with space-time inseparable receptive fields do not 
have a uniquely defined spatial phase (see also Hamilton et 
al. 1989). 

For the simple cell shown in Fig. 10 B, the receptive-field 
profile is approximately space-time separable. As for the 
cell of A, the envelope center (xg), optimal spatial fre- 
quency (.&) , and envelope width ( w) are approximately 
independent of T (see filled circles in D-F, respectively), 
although the envelope width does increase somewhat 
around T = 140 ms, when the envelope amplitude, K, is 
very small. The main difference between cell A and cell B 
can be seen in Fig. 10G. Instead of changing gradually with 
T, the receptive-field phase for cell B exhibits a sharp transi- 
tion between T = 125 ms and T = 140 ms (see filled circles 
in G). Before T = 125 ms, + is fairly constant at - 1OOO. 
After T = 140 ms. + remains fairlv constant between 260 
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and 280’. The 180’ phase jump at T = 140 ms can be seen 
in the X- T profile (B) as a reversal of polarity from bright- 
excitatory to dark-excitatory, and vice versa. Thus cells 
with separable X-T profiles have a unique spatial phase ( t 
increments of 180’ ), whereas cells with inseparable X-T 
profiles do not. 

The fact that many cells do not have a unique spatial 
phase raises the possibility that the distribution of % (see 
Fig. 9A) only appears to be uniform because it includes 
cells with space-time inseparable receptive fields. Thus the 
data of Fig. 9A, as well as the data from other studies (Field 
and Tolhurst 1986; Hamilton et al. 1989; Jones and Palmer 
1987b), may be misleading. To address this potential prob- 
lem, we have examined the distribution of spatial phase, Cp, 
for the subset of neurons that have X-T profiles that are 
space-time separable (or nearly so). Specifically, Fig. 9B 
shows the distribution of % for those cells from adults and 

FIG. 10. Analysis of spatial receptive-field structure as a 
function of time for 2 simple cells. A : a space-time inseparable 
X-T profile is shown for a simple cell from an adult cat. Note 
that the subregions are clearly oriented, or tilted, in space- 
time. B: data are shown for a simple cell that has a space-time 
separable X-T plot. For each of the 2 cells, l-dimensional ( l- 
D) receptive-field profiles are analyzed over a range of values 
of T. At each value of T, a Gabor function is fit to the 1-D 
receptive-field profile, as shown in Fig. 8, A and B. C-G: 5 
parameters (see Eg. 3) of the best-fitting Gabor function as a 
function of time for each of these 2 cells. Data points for the 
cell shown in A are denoted by open circles and connected by 
solid lines; data for the cell in B are shown as filled circles and 
connected by dashed lines. The 5 parameters plotted are as 
follows: normalized envelope amplitude, K ( C) ; envelope 
center, x0 (D) ; optimal spatial frequency, f,,, (E) ; envelope 
width, w (F), and spatial phase, + ( G). Note the patterns of 
change in @ as a function of time for each of the 2 cells. 

kittens that have a direction selectivity index (DSI) ~0.2 
(see Eq. 7 for the definition of DSI). Cells that meet this 
criterion have X-T profiles that are nearly separable, so that 
there is an approximately unique spatial phase. The distri- 
bution of + for these cells, shown in Fig. 9B, is again very 
broad. In fact, for all three age groups, the distribution is 
indistinguishable from uniform (adults: x * = 6.36, P = 
0.85; 8-wk kittens: x2 = 6.2 1, P = 0.86; 4-wk kittens: x2 = 
3.52, P = 0.98). Thus there are two points that should be 
emphasized. First, the distribution of spatial phases exhib- 
ited by simple cells is approximately uniform, regardless of 
whether one includes direction-selective (i.e., space-time in- 
separable) receptive fields in the analysis. Hence simple 
cells do not fall into canonical even- and odd-symmetrical 
classes. Second, there appears to be no difference in the 
spatial organization, or symmetry, of receptive fields be- 
tween kittens and adult cats. 
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Frequency domain analysis 

Thus far we have seen how the course of postnatal devel- 
opment alters some aspects of the temporal and spatial 
structure of simple-cell receptive fields. Another way to 
gauge the effects of development on the response properties 
of these neurons is to examine their stimulus selectivities in 
the frequency domain (Derrington and Fuchs 198 1). In 
particular, it is of interest to evaluate the ranges of temporal 
and spatial frequencies that can be encoded by cells in ani- 
mals of different ages. If we assume that simple cells act as 
linear spatiotemporal filters, we can obtain estimates of a 
cell’s spatial and temporal frequency selectivities through 
Fourier analysis of the spatiotemporal receptive-field (X - 
T) profile. In this section we examine the spatial and tem- 
poral frequency tuning of populations of simple cells from 
4-wk kittens, 8-wk kittens, and adult cats. The assumption 
of linearity is addressed in the companion paper (DeAnge- 
lis et al. 1993), where it is shown that linear predictions of 
spatial and temporal frequency tuning are suitably accurate 
for our purposes here. 

Figure 11 illustrates the frequency domain analysis. A 
shows the X-T plot for a direction-selective simple cell 
from an adult cat. Notice that the receptive field has four 
clearly defined subregions, all of which are tilted somewhat 
to the right in space-time. B shows a contour map of the 
spatiotemporal amplitude spectrum, which is obtained 
through Fourier analysis of the X-T plot (see METHODS). 
This contour map plots response amplitude as a function of 
spatial frequency (SF) and temporal frequency (TF). The 
complete amplitude spectrum consists of four quadrants 
and is symmetrical about the origin; thus only two of the 
four quadrants are distinct. Figure 11 B shows the two quad- 
rants corresponding to positive spatial frequencies. The pos- 
itive and negative temporal frequency quadrants give the 
amplitude of the cell’s response for motion in the preferred 
and nonpreferred directions, respectively (see Adelson and 
Bergen 1985; Watson and Ahumada 1985). For this cell the 
peak amplitude for positive temporal frequencies is much 
larger ( ~3 times) than the peak amplitude for negative 
temporal frequencies. This asymmetry in the strength of 
the response for positive and negative temporal frequencies 
can be used as an estimate of the cell’s directional selectivity 
(see Eq. 7 and Fig. 17). Cells with space-time separable 
X - T profiles have spectra that are identical in amplitude for 
positive and negative temporal frequencies. 

To extract estimates of the cell’s spatial and temporal 
frequency tuning curves, the 2-D spatiotemporal amplitude 
spectrum is fit with the function 

A( $j-, tf) = &e-wm~12 x 
C( tf- tfo) n@(cf-ml 

nne-(n) (5) 

where sJ;, , a, c, tf, , and n are free parameters. A, is deter- 
mined by the peak amplitude of the 2-D spectrum. This 
function is simply the product of a Gaussian (in spatial 
frequency, sf) and a gamma distribution (in temporal fre- 
quency, tf>. A Gaussian is chosen to fit the spatial fre- 
quency dimension because it is known that the envelope of 
a simple cell’s spatial sensitivity profile is approximately 
Gaussian (Field and Tolhurst 1986; Jones and Palmer 
1987a). For the temporal frequency dimension, we have no 
apriori reason to choose the gamma distribution, other than 

the fact that it seems to resemble the data. This function is, 
in fact, quite versatile because it can take on a continuum of 
shapes ranging from an exponential to a Gaussian, depend- 
ing on the value of n. 

The formulation of Eq. 5 is fit independently to the posi- 
tive and negative temporal frequency quadrants of the am- 
plitude spectrum, as shown in Fig. 1lC. The purpose of 
fitting this function is to extract spatial and temporal fre- 
quency tuning parameters that are less sensitive to noise in 
the X-Tprofile. All data points contribute equally to the fit, 
whereas parameters extracted from the raw profile can be 
influenced heavily by local features near the points of inter- 
est. Figure 11 D shows the temporal frequency tuning curve 
that is obtained by slicing through the positive temporal 
frequency quadrant of the spatiotemporal amplitude spec- 
trum. The solid curve in D is a slice, parallel to the temporal 
frequency axis, through the peak of the best-fitting function 
(shown in C); the dashed curve in D is a slice through the 
peak of the raw amplitude spectrum (shown in B). Clearly, 
the solid curve in D provides an acceptable fit to the actual 
amplitude data. From this fit, we extract the following pa- 
rameters: the optimal temporal frequency (TF&, which is 
the frequency at which the solid curve in D has its peak, and 
the high temporal frequency cutoff ( TFhi&, which is the 
temporal frequency at which the curve drops to one-half of 
its peak value. By slicing through the spatiotemporal ampli- 
tude spectrum parallel to the spatial frequency axis, we can 
also obtain an estimate of the cell’s spatial frequency tuning 
curve, as shown in Fig. 11 E. Again, the solid curve is a 
section through the 2-D fit. In this case, we extract the opti- 
mal spatial frequency (SF,,,) and the high spatial frequency 
Cutoff ( SFhigh). 

Temporal frequency selectivity 

Let us first consider the postnatal development of tem- 
poral frequency selectivity, as summarized in Fig. 12. Fig- 
ure 12A shows the distribution of the optimal temporal 
frequency, TF,,, , for adults and kittens. It is clear from this 
histogram that simple cells from kittens tend to prefer lower 
temporal frequencies than those from adults. Mean values 
of TF,,, are 2.6 Hz for adults ( I) ) , 1.75 Hz for kittens at 8 
wk postnatal ( Q), and 1.42 Hz for kittens at 4 wk postnatal 
(+). Figure 12B h s ows that there is a statistically signifi- 
cant trend (ANOVA: F2 230 = 44.9, P < 0.001) for TF,,, to 
increase as a function of’age. Tukey’s HSD test reveals that 
the mean values of TF,,, for each age group are significantly 
different from one another. Note, however, that the mean 
value of TF,,, for 8-wk kittens is much closer to the mean 
for 4-wk kittens than to that for adults. It should also be 
noted that the distribution of TF,,, for adults is similar to 
that reported by Baker ( 1990). To our knowledge, no other 
temporal frequency tuning data are available for the striate 
cortex of kittens, although there are some temporal fre- 
quency data available for the posteromedial lateral supra- 
sylvian area (PMLS) in kittens (Zumbroich et al. 1988). 

The histogram of Fig. 12C shows the distribution of the 
high temporal frequency cutoff, TFhigh, for the same popula- 
tions of simple cells as in A. This parameter ( TFhigh) can be 
used as a metric for comparing the highest temporal fre- 
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FIG. 1 1. Frequency domain analysis is illustrated 
for a simple cell from an adult cat. A : X-Tprofile. B: the 
spatiotemporal amplitude spectrum is shown for the 
cell whose X-T plot is displayed in A. The amplitude 
spectrum is obtained by performing a 2-dimensional(2- 
D) Fourier Transform, and is plotted as a contour map. 
Only the positive spatial frequency (SF) quadrants are 
shown. The amplitude spectrum for positive temporal 
frequencies ( upper quadrant ) corresponds to rightward 
motion in A. The negative temporal frequency (TF) 
quadrant corresponds to leftward motion in A. C: con- 
tour map showing the best fit of Es. 5 to the 2-D ampli- 
tude spectrum shown in B. D: temporal frequency tun- 
ing curve, as extracted from the 2-D amplitude spec- 
trum. Dashed curve is a slice (parallel to the TF axis) 
through the peak of the raw spectrum shown in B. Solid 
curve is a similar slice through the peak of the best-fit- 
ting surface shown in C. Optimal temporal frequency 
(TF,,,) is determined as the temporal frequency at 
which the solid curve has its peak value. High temporal 
frequency cutoff (TF,ia) is defined as the value of TF at 
which the solid curve drops to '12 of its peak value. E: a 
predicted spatial frequency tuning curve is shown for 
the same cell. As in D, the dashed curve is a slice 
through the raw amplitude spectrum, and the solid 
curve is a cross section through the best-fitting surface. 
SF,,, and SFhigh are defined analogously to TFoP, and 
TFhigh *  

Temporal Frequency (Hz) Spatial Frequency (cycles/deg) 

quencies that can be reliably encoded by the cells. The 
mean values of TFhigh are 7.2 Hz for cells from adults ( I) ) , 
4.7 Hz for cells from 8-wk kittens ( EL+ ), and 4.1 Hz for cells 
from 4-wk kittens ( ~3 ). The trend for TFhigh to increase 
with age ( see Fig. 120) is also highly significant (ANOVA: 
F 2,230 = 12 1.9, P < 0.00 1). Note again that the mean value 
Of TFhigh for 8-wk kittens is much closer to the mean for 
4-wk kittens than to the mean value for adults. These data 
show that the immature temporal receptive-field structure 
of neurons in kittens, namely their prolonged response dura- 
tion, drastically limits the range of temporal frequencies 
that can be encoded by these neurons. 

Spatial frequency selectivity 

The postnatal development of spatial frequency selectiv- 
ity is summarized in Fig. 13, which has the same format as 
Fig. 12. The histogram of Fig. 13A shows the distribution of 

optimal spatial frequencies (SF,,,). The average values of 
SF,,, are 0.42 cycles/deg for adults ( I,), 0.45 cycles/deg 
for 8-wk kittens ( @ ), and 0.26 cycles/deg for cells from 
4-wk kittens ( ~3 ). A one-way ANOVA reveals a significant 
main effect for age ( F2 230 = 24.9, P < 0.001); however, 
Tukey’s HSD test shows that only the 4-wk kittens have a 
mean that is significantly different from the other groups. 
The mean values of SFop, for 8-wk kittens and adults are not 
significantly different (see Fig. 13 B). It should be noted 
that the average values of SF,,, for our 4- and 8-wk-old 
kittens agree quite well with the data reported by Derring- 
ton and Fuchs ( 198 1). Moreover, the distribution of opti- 
mal spatial frequencies for our adult cats is similar to those 
reported by Baker ( 1990), Ferster and Jagadeesh ( 199 1 ), 
and Holub and Morton-Gibson ( 198 1). However, our 
mean optimal spatial frequency for adults is considerably 
lower than that reported for simple cells by Movshon et al. 
( 1978~). This discrepancy probably arises because we sam- 
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ple cells over a larger range of eccentricities than did Mov- 
shon et al. ( 1978~) (see DISCUSSION). 

Figure 13C shows the distribution of the high spatial fre- 
quency cutoffs, SFhigh, for the same populations of cells 
from adults and kittens. The mean values of SFhigh are 0.7 1 
cycles/deg for cells from adults ( I) ) , 0.72 cycles/deg for 
cells from 8-wk kittens ( @ ), and 0.47 cycles/deg for cells 
from 4-wk kittens ( q ). There is a significant trend 
(ANOVA: Fz 230 = 22.6, P < 0.001) for SFhigh to increase 
with age (see Fig. 13 0); however, the distributions of 
SF high for adults and 8-wk kittens are not Significantly 
different. 

Overall, the histograms of Figs. 12 and 13 show that sim- 
ple cells from 4-wk-old kittens respond to a more limited 
range of both temporal and spatial frequencies than simple 
cells of adult cats. However, there is a clear difference in the 
time course of development for temporal frequency tuning 
and spatial frequency tuning. For 8-wk-old kittens, spatial 
frequency selectivity (Fig. 13, B and D) has clearly reached 
adult levels of specificity, whereas temporal frequency tun- 
ing (Fig. 12, B and D) remains highly immature. These 
observations demonstrate clearly that spatial selectivity 
matures earlier than temporal selectivity. 

Joint spatial and temporal frequency distribution 

In the previous sections, we have seen how the distribu- 
tions of optimal spatial and temporal frequencies change 
during postnatal development. Thus far we have only con- 
sidered these parameters independently. In this section we 

Age 

examine the joint distribution of optimal spatial and tem- 
poral frequencies. Viewing the data in this manner gives 
further insight into the developmental dynamics that take 
place in the kitten’s visual cortex. 

Figure 14A shows the joint distribution of TF,,, and SF,,, 
for the population of 9 1 simple cells recorded from adult 
cats. In this scatter plot, each point represents one neuron. 
Note that there is a clear negative correlation (r = -0.57) 
between TFopt and SF,,,, such that neurons tuned to low 
spatial frequencies tend to prefer high temporal frequen- 
cies, and vice versa. This trend is statistically significant (t = 
6.5 5, P < 0.00 1) . A similar finding has been reported by 
Baker ( 1990), although he found a somewhat weaker 
correlation between TFopt and SF,,, . Figure 14, B and C, 
shows the joint frequency distributions for 8- and 4-wk-old 
kittens, respectively. Unlike the data from adult cats, there 
is no clear relationship between TFopt and SF,,, for kittens. 
For the 8-wk-old kittens (B), there is a weak negative corre- 
lation (r = -0. 1 1 ), but this is not significant (t = 0.85, P = 
0.40). There is no correlation between TFop, and SF,,, for 
the 4-wk-old kittens ( r = 0.0 13). 

From the data of Figs. 12 and 13, it is clear that spatial 
frequency selectivity matures before temporal frequency se- 
lectivity. Figure 14 shows that this development is approxi- 
mately a two-stage process. From 4 (C) to 8 wk postnatal 
(B), the predominant change in the joint frequency distri- 
bution is a spreading of points along the spatial frequency 
axis. During this period the range of optimal spatial fre- 
quencies increases considerably, whereas the range of opti- 
mal temporal frequencies changes only slightly. From 8 wk 
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postnatal (B) until adulthood (A), a second stage of devel- 
opment occurs that is spatial frequency specific. During this 
time, cells tuned to low spatial frequencies (i.e., ~0.4 cy- 
cles/ deg ) show a large shift toward higher temporal fre- 
quencies, whereas cells tuned to high spatial frequencies 
(i.e., >0.4 cycles/deg) show little change in their optimal 
temporal frequencies. 

To analyze this spatial frequency-specific shift in TF,,, 
more quantitatively, each of the three populations of simple 
cells has been split into two groups: 1) cells tuned to spatial 
frequencies ~0.4 cycles/deg (the “low SF,,,” group), and 
2) cells tuned to spatial frequencies >0.4 cycles/deg (the 
“high SF,,, ” group). For each spatial frequency group, we 
analyze the distribution of TFopt as a function of age, as 
done in Fig. 12. For the high SF,,, group, there is no signifi- 
cant trend (ANOVA: F2 85 = 3.0, P = 0.06) for TF,,, to 
change as a function of age. In contrast, a one-way ANOVA 
for the low SF,,, group reveals a highly significant trend 
(F 2,142 = 83.7, P < 0.001) for TF,,, to increase with age. 
This is due mainly to the large mean value of TFopt for 
adults (see Fig. 14A). At 4 wk postnatal, the mean values of 
TFop, for the low and high SF,,, groups ( 1.4 1 and 1.48 Hz, 
respectively) are not significantly different (Tukey’s HSD 
test). The same is true at 8 wk postnatal (mean values of 
TFoP, are 1.80 and 1.69 Hz, respectively, for the low and 
high SF,,, groups). For adults, however, the low SF,,, group 
has a significantly higher mean TF,,, (3.25 Hz) than does 
the high SF,,, group (2.02 Hz). These results show that 
developmental changes in temporal frequency tuning are 
specific for spatial frequency. Hence the mechanisms that 

account for the overall change in TFoP, with age (Fig. 12) 
mainly affect those cells that are tuned to low spatial fre- 
quencies. 

Population response 

In the previous sections, we have characterized the spa- 
tial and temporal frequency selectivity of individual simple 
cells from cats and kittens. We now extend this analysis to 
obtain a spatiotemporal frequency response for popula- 
tions of simple cells from adults and kittens. Such a popula- 
tion response should reflect the full range of spatial and 
temporal frequencies that can be encoded by simple cells in 
the striate cortex. The population response may then be 
compared with behavioral contrast sensitivity data, given 
some simple assumptions. 

The rationale for constructing a population response is 
simple. Individual neurons are generally tuned to a small 
range of spatial and temporal frequencies. Some cells re- 
spond best when stimulated with a low spatial frequency 
and a high temporal frequency, whereas others respond best 
to high spatial and low temporal frequencies. By consider- 
ing the responses of a representative population of cells, we 
can estimate the entire range of spatial and temporal fre- 
quencies that can be encoded by simple cells in the striate 
cortex. 

To obtain a population response, we have taken an en- 
semble of the spatiotemporal amplitude spectra for all sim- 
ple cells recorded from animals within the same age group. 
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FIG. 14. Joint distribution of optimal spatial and temporal frequencies 
for populations of simple cells from adult cats (A ) , 8-wk-old kittens (B) , 
and 4-wk-old kittens (C). In each panel, points are plotted at the coordi- 
nates determined by the values of SF,,, and TFopt for each cell. Solid lines 
show the linear regression fit to each scatter of points. Note the significant 
negative correlation ( Y = -0.57 ) between TFoi,, and SF,,, for cells from 
adults, and the lack of this negative correlation for kittens. 

Specifically, the amplitude spectra of all cells are normal- 
ized and added together. The result of this operation is 
shown in Fig. 15A for the population (n = 9 1) of simple 
cells recorded from adult cats. The peak of this population 
response occurs at a spatial frequency of 0.36 cycles/deg 
and a temporal frequency of 2.6 Hz, and the response rolls 
off for higher and lower frequencies. This population re- 
sponse for adults is similar to that obtained by Baker 
( 1990), with the use of drifting sinusoidal grating stimuli 
( see his Fig. 9). 

Figure 15 B shows the spatiotemporal population re- 

sponse for 8-wk-old kittens, and Fig. 15C shows the popula- 
tion response for 4-wk-old kittens. The peak response oc- 
curs at a spatial frequency of 0.37 cycles/ deg and a tem- 
poral frequency of 1.7 Hz for 8-wk-old kittens, whereas the 
peak response for the population of cells from 4-wk-old 
kittens occurs at a spatial frequency of 0.23 cycles/deg and 
a temporal frequency of 1.4 Hz. 

The difference in developmental time course between 
spatial frequency and temporal frequency tuning is evident 
in the population responses of Fig. 15. From 4 wk of age 
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FIG. 15. Aggregate spatiotemporal frequency response for populations 

of simple cells from adult cats (A), 8-wk-old kittens (B), and 4-wk-old 
kittens (C). Each population response is obtained by adding together the 
spatiotemporal amplitude spectra (e.g., Fig. 11 B) of all simple cells within 
a particular age group. Before summing these spectra, each is normalized 
to have a peak amplitude of 1 .O. Each aggregate spatiotemporal frequency 
response is plotted as an isoamplitude contour map. Contours are plotted 
at 10 equally spaced amplitudes ranging from 5 to 95% of the peak value 
(in steps of 10% ) . 
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parison of population response data with behav ioral con- 

trast sensitivity data. A : population response and behavioral data as a func- 
tion of temporal frequency. Solid curve shows a cross section (parallel to 
the temporal frequency axis) through the peak of the population response 
for adults (Fig. 15A ) . Dashed and dot-dashed curves show temporal fre- 
quency cross sections of the population responses for 4-wk-old (Fig. 1X) 
and 8-wk-old (Fig. 15 B) kittens, respectively. Open symbols (connected 
by solid lines) show behavioral contrast sensitivity data as a function of 
temporal frequency (reproduced from Blake and Camisa 1977 ) . The con- 
trast sensitivity data and population response cross sections have been 
normalized to a peak amplitude of 1 .O and plotted on the same scale. B: 
comparison of population response and behavioral data as a function of 
spatial frequency. Solid, dashed, and dot-dashed curves show spatial fre- 
quency cross sections through the population responses for adults, S-wk 
kittens, and 4-wk kittens, respectively. Behavioral contrast sensitivity data 
as a function of spatial frequency (-0-) have been reproduced from 
Bisti and Maffei ( 1974). Data have been normalized to a peak value of 1 .O. 

(C) until 8 wk of age (B), there is a large increase in the 
range of spatial frequencies encoded by-simple cells, but 
little change in the range of temporal frequencies that are 
encoded. From 8 wk of age until adulthood (A), the range 
of spatial frequencies that are encoded remains approxi- 
mately constant, whereas the range of temporal frequencies 
increases substantially. These relationships are shown more 
quantitatively in Fig. 16. The solid curve in Fig. 16A is a 
temporal frequency cross section through the population 
response for adults, obtained by slicing (parallel to the tem- 
poral frequency axis) through the peak of the population 
response data. The dashed and dot-dashed lines in Fig. 16A 
show temporal frequency cross sections for 4- and 8-wk-old 
kittens, respectively. Figure 16 B shows spatial frequency 

cross sections, obtained by slicing (parallel to the spatial 
frequency axis) through the peak of the population re- 
sponse, for each of the three age groups. Note that the spa- 
tial frequency cross section for 8-wk kittens is similar to that 
for adults (Fig. 16 B), whereas the temporal frequency cross 
section for 8-wk-old kittens is similar to that for 4-wk-old 
kittens (Fig. 16A). 

Figure 16 also shows a comparison of the population re- 
sponse data with behavioral contrast sensitivity data. If we 
assume that we have sampled a representative population 
of simple cells and that each cell contributes equally toward 
the detection of a stimulus, the population response should 
be somewhat similar in shape to a behavioral contrast sensi- 
tivity function. A comparison of the two types of data for 
adult cats suggests that these assumptions are not unreason- 
able. Figure 16A shows contrast sensitivity measured as a 
function of temporal frequency for an adult cat [ 0 (repro- 
duced from Blake and Camisa 1977 ) ; spatial frequency was 
0.5 cycles/deg] . The contrast sensitivity data are normal- 
ized to a peak value of 1 .O and plotted on the same scale as 
the temporal frequency cross section of the population re- 
sponse. Note that there is excellent agreement between the 
adult population response (solid curve) and the contrast 
sensitivity data (0), except at the lowest temporal fre- 
quency tested behaviorally ( - 1 Hz). This discrepancy at 
low frequencies may be explained by the fact that predicted 
temporal frequency tuning curves often exhibit less attenua- 
tion at low frequencies than tuning curves measured with 
gratings (see the companion paper). A similar comparison 
between the population response and behavioral data can- 
not be made for kittens, because, to our knowledge, con- 
trast sensitivity data as a function of temporal frequency are 
not available. 

Figure 16 B shows a comparison between the spatial fre- 
quency cross section of the population response for adults 
(solid curve) and behavioral measurements of contrast sen- 
sitivity [ 0 (reproduced from Bisti and Maffei 1974)] as a 
function of spatial frequency. Again, both sets of data are 
normalized to have the same peak value ( 1 .O). The behav- 
ioral data agree quite well with the population response, 
except for spatial frequencies above -0.75 cycles/deg. The 
behavioral data show considerably less attenuation at high 
spatial frequencies ( l-2 cycles/ deg ) than the population 
response. Thus the spatial acuity predicted by the popula- 
tion response is lower than that measured behaviorally. 
This discrepancy probably arises because we sample cells 
over a fairly large range of eccentricities ( t 15 O ). Alterna- 
tively, complex cells (which are not discussed here) might 
account for the difference between the population response 
and the behavioral data at high spatial frequencies. Never- 
theless, the agreement between our population response 
and the behavioral data of Bisti and Maffei ( 1974) is surpris- 
ingly good, given the disparate nature of the two types of 
measurement. Our population response also agrees well 
with contrast sensitivity measurements obtained by Camp- 
bell et al. ( 1973) with the use of evoked potentials. It should 
be noted, however, that our population response peaks at a 
somewhat lower spatial frequency than the behavioral con- 
trast sensitivity data obtained by Blake et al. ( 1974) and by 
Pasternak and Merigan ( 198 1). 
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Velocity and direction selectivity 

Thus far we have used Fourier analysis of the X - T profile 
to characterize the spatial and temporal frequency selectiv- 
ity of simple cells. In this section we show that this analysis 
can also be used to obtain estimates of a neuron’s velocity 
tuning and direction selectivity. 

For a linear spatiotemporal filter, the optimal velocity in 
response to a moving stimulus, Vopt, is simply the ratio of 
the optimal temporal frequency, TF,,,, and the optimal 
spatial frequency, SF,,, 

(6) 

Recently, Baker ( 1990) has compared measurements of 
optimal velocity in response to moving bar stimuli with 
predictions of optimal velocity based on measurements of 
SF,,, and TFoP, obtained in response to drifting gratings. 
His study reveals a strong correlation ( r = 0.85 ) between 
the measured and predicted values of V,,,. On the basis of 
this finding, we have computed optimal velocity from Eq. 
6, with the use of values of SF,,, and TF,,, obtained via 
Fourier analysis of the X-T profile (as shown in Fig. 11) . If 
we assume that our values of SF,,, and TFoP, are fairly accu- 
rate, as shown in the companion paper (DeAngelis et al. 
1993 ), this computation yields reasonable estimates of op- 
timal velocity. 

Figure 17A shows the distribution of Vopt for simple cells 
from adult cats and kittens. The mean values are 8.4 deg/s 
for adults, 5.6 deg/s for 8-wk kittens, and 6.6 deg/s for 
4-wk kittens. A one-way ANOVA shows a marginally signif- 

4wk 8wk Adult adults ( n ), &wk-old kittens (o ), and 4-wk- 

t- 

Age 
old kittens ( q ). For each cell, Vopt is com- 
puted from the data of Figs. 12 and 13, with 
the use of Eq. 6. B: the mean value of V,, is 
shown as a function of age. Error bars denote 
95% confidence intervals. C: histogram 
showing the distribution of the direction se- 
lectivity index (DSI) for the same popula- 
tions of simple cells as in A. The DSI is com- 
puted from the spatiotemporal amplitude 
spectrum for each cell, with the use of Eq. 7. 
D: mean DSI is plotted as a function of age. 
Note that there is no significant change in 

T - mean DSI with age. 

+TGz+- wk Adult 

Age 

icant effect of age on Vopt (E;2,230 = 4.06, P = 0.03). It is 
interesting to note that the mean values of Vopt for 4-wk 
kittens and adult cats are not significantly different (Tu- 
key’s HSD test), although the distribution of V,,, is some- 
what broader for adults. Apparently, the lower mean value 
of TFopt in 4-wk-old kittens is compensated for by the lower 
mean value of SF,,,, such that the average Vopt does not 
change much. It should also be noted that the distribution 
of Vopt shown in Fig. 17A for adults is very similar to the 
distribution of optimal velocities reported by Baker ( 1990; 
see his Fig. 8A ) . Our distribution of Vopt is somewhat simi- 
lar to that described by Movshon ( 1975) for simple cells, 
although he finds no simple cells tuned to velocities >8 
deg/s. This difference may be attributable to the fact that 
we sample a larger range of eccentricities than Movshon did 
in his study; hence our mean value of SF,,, is lower. 

In addition to determining optimal velocity, we can also 
extract estimates of direction selectivity from the 2-D am- 
plitude spectra of simple cells. If the X-T profile of a linear 
spatiotemporal filter is oriented (i.e., space-time insepara- 
ble), then this filter will have a directional preference for 
motion (Adelson and Bergen 1985; Watson and Ahumada 
1983, 1985 ) . Equivalently, the spatiotemporal amplitude 
spectrum will be asymmetric along the temporal frequency 
axis. This can be seen clearly in Fig. 11, where the ampli- 
tude spectrum (B) has a much larger peak for positive tem- 
poral frequencies (corresponding to motion in the pre- 
ferred direction) than for negative temporal frequencies 
(corresponding to motion in the nonpreferred direction). If 
we define the peak response amplitude for positive tem- 

Downloaded from journals.physiology.org/journal/jn at University Library Zurich (089.206.081.092) on May 2, 2024.



1110 G. C. DEANGELIS, I. OHZAWA, AND R. D. FREEMAN 

poral frequencies as R, (denoting response in the preferred 
direction) and we define the peak amplitude for negative 
temporal frequencies as R,, (denoting response in the non- 
preferred direction), then we can compute a DSI for the 
neuron as follows 

R, - R*, DSI = - 
R, + Rn, 

(7) 

For the cell of Fig. 11, the DSI has a value of 0.5 1 (R, = 2 13, 
R = 68). 

?For cells with space-time separable receptive fields, the 
peaks in the spatiotemporal amplitude spectrum occur at 
approximately the same spatial and temporal frequencies 
for both directi ons of motion (and the peak amplitudes are 
approximately equal). Howe ver, for cells with inseparable 
X-T profiles, the peaks in the amplitude spectrum (e.g., 
Fig. 11) for the preferred and nonpreferred directions may 
occur at somewhat different spatial and temporal frequen- 
cies. In particular, when the X-T profile is inseparable, the 
peak temporal frequency in the nonpreferred direction 
tends to be higher than the peak temporal frequency in the 
preferred direction. A similar observation has been re- 
ported recently by Saul and Humphrey ( 1992), on the basis 
of responses to drifting sine-wave gratings. 

Figure 17C shows the distribution of the DSI for popula- 
tions of cells from adult cats, 8-wk-old kittens, and 4=wk- 
old kittens. Clearly, there is little difference between the 
distributions of DSI for these three age groups. Mean values 
are 0.24 for adults ( II) ), 0.26 for 8-wk-old kittens ( @ ), and 
0.26 for 4-wk-old kittens ( 4 ). There is no trend (ANOVA: 
F 2 230 = 0.29, P = 0.75) for the DSI to change with age. Thus 
simple cells from kittens exhibit the same degree of direc- 
tion selectivity (as measured by Eq. 7) as those from adults. 
This result is in agreement with previous findings (Albus 
and Wolf 1984; Bonds 1979; Braastad and Heggelund 
1985; Pettigrew 1974). 

It should be noted that the distribution of DSIs shown in 
Fig. 17 B is not bimodal. Thus the spatiotemporal receptive 
fields of simple cells are not clearly divided into idealized 
separable and inseparable types, as conceptualized in theo- 
retical descriptions (e.g., Adelson and Bergen 1985; Reid et 
al. 199 1). Rather, there is a continuum of behavior from 
completely separable to strongly inseparable. Some cells are 
clearly intermediate between the idealized separable and 
inseparable types (see, for example, Fig. 2A of the compan- 
ion paper, DeAngelis et al. 1993 ) . 

We have characterized the direction selectivity of simple 
ceils by the degree of inseparability in their space-time re- 
ceptive-field profiles. At this point, it is necessary to com- 
ment on how these estimates of direction selectivity com- 
pare with more traditional measurements obtained by the 
use of drifting sinusoidal gratings. This comparison is exam- 
ined in detail in the companion paper (DeAngelis et al. 
1993; see Figs. 9 and lo), where it is shown that the DSI 
determined from the amplitude spectrum accurately pre- 
dicts the preferred direction of motion for virtually all cells. 
However, this predicted DSI typically underestimates the 
strength of the directional preference by about a factor of 
two. Thus there is some nonlinear process involved in the 
generation of direction selectivity. Similar conclusions have 
been reached by Reid et al. ( 1987, 199 1 ), Tolhurst and 

Dean ( 199 1 ), and Albrecht and Geisler ( 199 1) by the use 
of different methods. 

DISCUSSION 

We have studied the spatiotemporal receptive-field struc- 
ture of simple cells in the cat’s striate cortex with the use of 
the reverse correlation technique (Jones and Palmer 1987a; 
McLean and Palmer 1989; Palmer et al. 199 1). The advan- 
tage of this algorithm is that we can obtain estimates of a 
variety of response characteristics for simple cells, with the 
use of only a single test. Response latency and duration, 
receptive-field size and symmetry, spatial and temporal fre- 
quency selectivity, optimal velocity, and direction selectiv- 
ity can all be assessed through measurement of a single X-T 
profile. This is advantageous for a developmental study be- 
cause it is necessary to obtain, in a limited time, as much 
information as possible for each of a large number of cells. 
In this study we have focused exclusively on simple cells, 
because the reverse correlation algorithm of Fig. 2 is applica- 
ble in only a limited way to complex cells (see Palmer et al. 
199 1) . For complex cells, spatial frequency ( Movshon et al. 
1978b; Szulborski and Palmer 199 1 ), orientation (Szul- 
borski and Palmer 199 1 ), disparity (Ohzawa et al. 1990), 
and direction selectivity (Emerson et al. 1987) are probably 
determined by the structure of receptive-field subunits (see 
Szulborski and Palmer 1990) that are combined in some 
nonlinear fashion. The spatiotemporal organization of 
these subunits cannot be studied with the methods used 
here.3 As a result, monocular receptive-field profiles from 
complex cells, as obtained by our method (see Fig. 1 of 
Ohzawa et al. 1990), do not provide much insight into the 
information-processing capabilities of these neurons. 

The spatiotemporal structure of simple-cell receptive 
fields changes gradually over a period of several weeks after 
birth. Our data show that the spatial structure of simple cell 
receptive fields is mature at -8 wk postnatal, whereas the 
temporal structure of these receptive fields matures consid- 
erably later. Thus the major finding of this study is that the 
developmental time courses of spatial and temporal proper- 
ties are different in the striate cortex of cats. A similar con- 
clusion has been drawn by Zumbroich et al. ( 1988) in their 
study of postnatal development in the lateral suprasylvian 
cortex of cats. 

Spatiotemporal receptive-field structure of simple cells 

Hubel and Wiesel ( 1959, 1962) initially described the 
receptive fields of simple cells as having spatially separate 
ON and OFF subregions. Illumination of an ON region with a 
small spot of light produces excitation at the onset of the 
stimulus, whereas an OFF region produces excitation when 
the spot of light is turned off. More recently, it has been 
shown (Ferster 1988 ) that an ON region produces excitation 

3 The receptive field profiles described here are essentially equivalent to 
a first-order kernel (e.g., Wiener 1958 ) . To map the spatiotemporal struc- 
ture of complex cell subunits, it is necessary to measure second-order ker- 
nels (see Emerson et al. 1987). Measurement of higher-order kernels re- 
quires a multi-input approach, in which more than one stimulus is pre- 
sented to the neuron at a given time (e.g., Emerson et al. 1987; Movshon et 
al. 1978b; Szulborski and Palmer 1990). 
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in response to a bright stimulus and inhibition in response 
to a dark stimulus. Conversely, an OFF region produces ex- 
citation in response to a dark stimulus and inhibition in 
response to a bright stimulus. With this in mind, we have 
used the terms bright-excitatory and dark-excitatory to 
refer to ON and OFF subregions, respectively. Moreover, we 
have constructed composite receptive-field profiles (see 
Fig. 2B) by taking the difference between responses to 
bright and dark stimuli, as others have done previously 
(e.g., Jones and Palmer 1987a; Movshon et al. 1978a). The 
inherent assumption is that excitation produced by a dark 
stimulus is equivalent to inhibition produced by a bright 
stimulus, and vice versa. Because simple cells seldom ex- 
hibit any maintained discharge in the absence of a stimulus, 
it is not possible to directly measure the inhibitory effects 
produced by a bright or dark stimulus (without somehow 
artificially raising the cells’ spontaneous firing) (see Palmer 
et al. 199 1). On the basis of the observations of Ferster 
( 1988), however, we can equate the inhibitory component 
of response to a bright stimulus with the excitatory compo- 
nent of response to a dark stimulus through subtraction 
(see the companion paper, as well as Palmer et al. 199 1, for 
more on this point). 

Following the qualitative observations of Hubel and 
Wiesel ( 1959, 1962), numerous researchers have made 
quantitative mappings of the receptive fields of simple cells. 
The most common method (Baker and Cynader 1986; 
Dean and Tolhurst 1983; DeValois et al. 1978; Field and 
Tolhurst 1986; Glezer et al. 1980, 1982; Heggelund 198 1; 
Kulikowski and Bishop 198 1; Maffei et al. 1979; Movshon 
et al. 1978a; Tadmor and Tolhurst 1989) is to construct a 
1 -D spatial receptive-field profile ( or “line-weighting func- 
tion”) with the use of light and dark bars that are flashed on 
and off at various positions within the receptive field. It is 
generally assumed that a single spatial profile of this sort 
provides a functional description of the receptive field of a 
simple cell. However, this is only true, to some extent, for 
simple cells with space-time separable receptive fields. In 
these cases, the complete spatiotemporal receptive field, 
R( X, T), is simply the product of a spatial profile, G(X), 
and a temporal impulse response, H( r) (see also Palmer et 
al. 199 1). It is therefore possible to designate a particular 
spatial location within the receptive field as belonging to 
either a bright-excitatory or dark-excitatory subregion. It 
should be noted, however, that the temporal impulse re- 
sponse, H( T), is typically biphasic, meaning that a subre- 
gion that exhibits an initial phase of excitation in response 
to a bright bar will usually show a second phase of excita- 
tion in response to a dark bar (e.g., Figs. 4 B and 10 B) . This 
is most likely the origin of the “off” responses described by 
Hubel and Wiesel ( 1959, 1962). Another characteristic fea- 
ture of simple cells with space-time separable receptive 
fields is that they possess a true “null” position (e.g., Al- 
brecht and Geisler 199 1; Reid et al. 199 1). As defined by 
Enroth-Cugell and Robson ( 1966) in their study of gan- 
glion cells, the null position (or null phase) is the location 
within the receptive field at which a counterphased grating 
stimulus produces no response, due to exact cancellation 
between ON and OFF regions. 

For cells with space-time inseparable receptive fields, 
there is no unique spatial receptive-field profile. In these 

cases the bright- and dark-excitatory subregions move, 
within the receptive field, over time (see Fig. 4, B, D, and F) 
(see also McLean and Palmer 1989; Palmer et al. 199 1). In 
other words, the spatial phase of the receptive field changes 
gradually as a function of time (see Fig. 1 OG). A conse- 
quence of this behavior is that inseparable receptive fields 
do not have a null position (Albrecht and Geisler 199 1; 
Reid et al. 199 1) e Moreover, one cannot unambiguously 
designate a particular spatial location as belonging to either 
an ON or OFF subregion. This appears, at first glance, to 
violate Hubel and Wiesel’s ( 1962) definition of a simple 
cell. However, the apparent contradiction is resolved when 
one views inseparable receptive fields in the joint space- 
time domain, where bright-excitatory (ON) and dark-excit- 
atory (OFF) subregions are clearly segregated along an 
oblique axis (see Fig. 4, B, D, and F) (see also McLean and 
Palmer 1989). 

It should be stressed that both spatial and temporal fac- 
tors are important in characterizing the receptive fields of 
cortical cells. Conclusions drawn from spatial receptive- 
field profiles alone may be misleading. This point has often 
been overlooked in previous studies, in which spatial recep- 
tive-field profiles have been measured as line-weighting 
functions (Baker and Cynader 1986; Dean and Tolhurst 
1983; DeValois et al. 1978; Field and Tolhurst 1986; Glezer 
et al. 1980, 1982; Heggelund 198 1; Kulikowski and Bishop 
198 1; Maffei et al. 1979; Movshon et al. 1978a; Tadmor 
and Tolhurst 1989). Although the methodology for con- 
structing these profiles varies somewhat from study to 
study, the response at a given position is generally deter- 
mined by accumulating the responses (i.e., counting 
spikes) elicited by the stimulus over some period of time. 
This is tantamount to performing a temporal integration. 
Consider, for example, the effects of this temporal integra- 
tion on the measurement of receptive-field phase. As noted 
above, spatial phase changes over time for cells with insepa- 
rable X-T profiles. For these cells, the spatial phase of the 
line-weighting function probably reflects a time average of 
the actual time-varying phase. This value of spatial phase 
may therefore depend on the conditions of stimulation and 
the particular method used to accumulate responses over 
time. Only for space-time separable receptive fields would 
the phase of the line-weighting function be a unique charac- 
teristic of the neuron (see also Hamilton et al. 1989 on this 
point). Hence some previous data (Field and Tolhurst 
1986; Hamilton et al. 1989) showing the distribution of 
spatial phases for simple receptive fields may be misleading. 

Development of spatial receptive-field structure 

Our data reveal that the spatiotemporal receptive-field 
structure of simple cells in kittens is qualitatively very simi- 
lar to that of cells from adult cats (see Fig. 4). Like those 
from adults, the receptive fields of most cells from kittens 
have at least two or three spatially segregated bright- and 
dark-excitatory (ON and OFF) subregions (see Fig. 8 E). 
This agrees with the findings of Braastad and Heggelund 
( 1985), who found simple cells to have both ON and OFF 
subregions even in very young kittens ( l-2 wk old). Hubel 
and Wiesel ( 1963 ) also noted that many cells in kittens l-3 
wk old show receptive fields that would be classified as sim- 
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ple on the basis of the criteria outlined for adult cats. Our 
findings (Fig. 8 E) appear to conflict, however, with those 
of Albus and Wolf ( 1984), who report that 60% of visually 
responsive neurons from kittens 20-24 days old have uni- 
modal receptive fields, consisting of only a single ON or OFF 
subregion. We did encounter some (7/79 = 8.8%) uni- 
modal receptive fields in our population of simple cells 
from 28-day-old kittens, but the proportion is not substan- 
tially larger than the number of unimodal receptive fields 
encountered in adults (6 / 9 1 = 6.6%). Perhaps the differ- 
ence between our results and those of Albus and Wolf 
( 1984) is due to the greater sensitivity of the reverse correla- 
tion method for mapping receptive fields. It should be 
noted, however, that we have no data from kittens younger 
than 28 days of age. Nevertheless, it seems unlikely that the 
proportion of unimodal cells could decrease from 60 to 
8.8% in just a few days. 

Although we find that the receptive fields of simple cells 
in kittens are qualitatively similar to those in adults, there 
are important quantitative differences between animals of 
different ages. Let us first consider spatial parameters of 
receptive-field structure. The data of Fig. 13 show that spa- 
tial frequency selectivity becomes finer with age until -8 
wk postnatal. There is essentially no difference in spatial 
frequency selectivity between populations of simple cells 
from 8-wk-old kittens and adult cats. These results agree 
reasonably well with the findings of Derrington and Fuchs 
( 198 1 ), who measured spatial frequency selectivity with 
the use of sinusoidal gratings. Our data are also consistent 
with those of Braastad and Heggelund ( 1985), who mea- 
sured the width of the dominant receptive-field subregion 
as a function of age. For simple cells, the width of this subre- 
gion is inversely related to the cell’s optimal spatial fre- 
quency. Braastad and Heggelund ( 1985) show that subre- 
gion size decreases substantially for kittens between 4 and 8 
wk postnatal, whereas the average subregion width of 8-wk- 
old kittens is comparable with that for adult cats. 

It is likely that the increase in spatial resolution of simple 
cells as a function of age results from developmental 
changes that occur subcortically. The width of the domi- 
nant subregion of simple cells decreases with age (see Fig. 1 
of Braastad and Heggelund 1985) at almost exactly the 
same rate as the receptive-field center size of retinal gan- 
glion cells (Rusoff and Dubin 1977). Moreover, the pre- 
ferred spatial frequency for neurons in the kitten’s lateral 
geniculate nucleus (LGN) matures with a similar time 
course to the optimal spatial frequency of cells in the cortex 
( Ikeda and Tremain 1978 ) . 

Another point worth noting is that the spatial symmetry 
( or phase) of simple-cell receptive fields is uniformly distrib- 
uted for both kittens and cats (see Fig. 9). Thus, although 
the size of the receptive fields and the preferred spatial fre- 
quency change with age, simple cells appear to always ex- 
hibit a variety of symmetries. This is true regardless of 
whether one considers all simple cells or just those that have 
space-time separable receptive fields. 

Development of temporal selectivity 

Let us now consider the postnatal development of tem- 
poral receptive-field characteristics. A central finding of 
this study is that the time course of development is different 

for spatial and temporal aspects of receptive-field structure. 
Although spatial structure appears mature by 8 wk of age, 
temporal structure continues to develop well past 8 wk 
postnatal ( see Figs. 5,7, and 12). A similar finding has been 
reported by Zumbroich et al. ( 1988), who show that the 
spatial frequency selectivity of cells in the lateral suprasyl- 
vian cortex matures earlier than the temporal frequency 
selectivity. To our knowledge, there are no other data avail- 
able on the relative rates of development of spatial and tem- 
poral selectivity in the visual cortex. 

Because the postnatal development of temporal selectiv- 
ity has received much less attention than the development 
of spatial selectivity, it is not clear whether temporal devel- 
opment depends mainly on central or peripheral factors. 
There is some evidence, however, that the temporal re- 
sponse properties of cortical cells are limited by develop- 
ment of the retina. Hamasaki and Flynn ( 1977) report that 
the average response latency of ganglion cells in 3-wk-old 
kittens is 1.8 times longer than the mean latency of re- 
sponses from adults. By comparison, we find that the mean 
latency for simple cells from 4-wk-old kittens is 1.67 times 
that for cells from adults (see Fig. 5C). Moreover, Flynn et 
al. ( 1977) show that the distribution of response latencies 
for ganglion cells does not become mature until 12 wk of 
age. Flynn et al. also find that the response of ganglion cells 
to stimuli of different temporal frequencies does not ma- 
ture until -20 wk postnatal. Our data are insufficient to 
determine exactly when the temporal response characteris- 
tics of simple cells reach maturity, but they are consistent 
with the findings of Flynn et al. ( 1977). 

It is also possible that the development of temporal selec- 
tivity in the striate cortex depends on changes that occur 
upstream from the retina. Myelination of the cat’s optic 
tract progresses rapidly between the second and fourth 
postnatal weeks but does not reach completion until 12 wk 
of age (Moore et al. 1976). Myelination of fibers in the 
visual cortex begins during the fifth postnatal week and 
continues well beyond the age of 20 wk (Haug et al. 1976). 
Tsumoto and Suda ( 1982) have shown that latencies of 
cortical cells in response to electrical stimulation at the 
LGN decrease with age until -6-8 wk postnatal. In addi- 
tion, they report that the synaptic delay for cortical cells 
driven monosynaptically from the LGN declines sharply 
with age, reaching adult values by - 12 wk postnatal. It is 
also worth noting that the density of synapses in the visual 
cortex reaches a peak near 7 wk of age and declines some- 
what thereafter (Cragg 1975 ). Recently, Hestrin ( 1992) has 
reported that the duration of N-methyl-D-aspartate 
(NMDA) receptor-mediated postsynaptic currents de- 
creases severalfold during postnatal development of the su- 
perior colliculus. A similar mechanism could contribute to 
the maturation of temporal response properties in the vi- 
sual cortex. Thus, although the maturation of temporal se- 
lectivity in cortical cells is clearly limited by the develop- 
ment of the retina (Flynn et al. 1977), there are several 
other factors that may contribute to the temporal immatur- 
ity of simple cells that we have observed. Further studies 
will be necessary to establish which of these extraretinal 
factors play a significant role in the maturation of temporal 
receptive-field structure. 

Although the factors that determine the development of 
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temporal selectivity are not completely understood, our 
data place an important constraint on these developmental 
mechanisms. Figure 14 shows clearly that the increase in 
mean optimal temporal frequency with age depends on spa- 
tial frequency. Cells tuned to low spatial frequencies exhibit 
a large increase in TF,,, between 8 wk of age and adulthood, 
whereas cells tuned to high spatial frequencies do not. Thus 
temporal maturation (beyond 4 wk postnatal) is a selective 
process, involving mainly cells tuned to low spatial fre- 
quencies. This cannot be explained by developmental fac- 
tors such as myelination of fibers, because this should affect 
all cells. One possible explanation for this finding is that 
there are two sets of inputs to a given population of simple 
cells that carry low and high spatial frequency information, 
respectively. If so, then it is plausible that the low spatial 
frequency inputs undergo some temporal maturation pro- 
cess after 8 wk postnatal, whereas the high spatial frequency 
inputs do not. It is tempting to speculate that simple cells 
tuned to low and high spatial frequencies might receive in- 
put from Y- and X-cells, respectively, of the LGN, because 
X-cells tend to prefer higher spatial frequencies than Y-cells 
(e.g., Derrington and Fuchs 1979). Consistent with this 
idea, Mange1 et al. ( 1983) report that the temporal resolu- 
tion of LGN Y-cells increases considerably beyond 8 wk 
postnatal, whereas the temporal resolution of X-cells is 
nearly mature at 8 wk of age. However, the experimental 
evidence concerning synaptic inputs to striate cortex from 
X- and Y-cells does not clearly support this speculation. 
Several studies have concluded that both X- and Y-cells of 
the LGN project to the striate cortex (see Gilbert 1983; 
Lennie 1980; Martin 1984 for reviews). In fact, some stud- 
ies (Ferster and LeVay 1978; Gilbert and Wiesel 1979; 
Henry et al. 1979) report that X- and Y-type afferents to the 
striate cortex are segregated into different sublaminae of 
layer 4. However, some more recent studies, employing 
both intracellular and extracellular recording techniques, 
suggest that X- and Y-cell inputs are segregated into areas 
17 and 18, respectively (Ferster 1990a,b). Moreover, Fer- 
ster and Jagadeesh ( 199 1) have recently shown that simple 
cells in area 17 rarely exhibit a Y-type nonlinearity, whereas 
many simple cells in area 18 exhibit this form of nonlinear- 
ity. Thus it is difficult to conclude whether our findings on 
the development of temporal frequency selectivity may be 
related to parallel inputs from X- and Y-cells. 

Possible sources of error 

Our findings are based on the analysis of spatiotemporal 
receptive-field profiles obtained with the use of the reverse 
correlation technique (Jones and Palmer 1987a; McLean 
and Palmer 1989; Palmer et al. 199 1). Because this method 
is relatively new to visual neurophysiology, it is important 
to consider some of the possible sources of error that may 
be inherent in our measurements. One general observation 
is that cells that respond poorly ( <5 spikes/s) to drifting 
sinusoidal gratings do not usually yield receptive-field pro- 
files with an adequate signal-to-noise ratio, unless one col- 
lects data over a very long time period. Most simple cells 
from adult cats are responsive enough to yield smooth re- 
ceptive-field profiles in a period of 20-30 min, but this is 
not always the case for cells from young kittens. It is well 

documented that the responsivity of striate neurons in- 
creases considerably over the first several weeks of postnatal 
life (e.g., Albus and Wolf 1984; Bonds 1979; Braastad and 
Heggelund 1985; Freeman and Ohzawa 1992). Not surpris- 
ingly, we often encounter simple cells in 4-wk-old kittens 
that respond sluggishly to the visual stimulus during reverse 
correlation analysis. As a result, our population of neurons 
from 4-wk-old kittens (and, to a lesser extent, that from 
8-wk-old kittens) is somewhat biased in favor of more re- 
sponsive cells. This means that we might be underestimat- 
ing the overall magnitude of spatial and temporal differ- 
ences between 4-wk-old kittens and adult cats, because the 
more responsive cells would also tend to be more mature. 
In many cases, cells from kittens do not give a vigorous 
response when the full 2-D reverse correlation stimulus en- 
semble is used, but produce reasonable results with the 1-D 
StiIIIuhS (See METHODS). 

In addition to responsivity, there are several other 
sources of error that could affect the data reported here. 
Because we have used Fourier analysis to obtain estimates 
of spatial and temporal frequency tuning from X-T pro- 
files, our data are obviously prone to error if simple cells 
exhibit nonlinear spatial and temporal summation. The 
companion paper ( DeAngelis et al. 1993) addresses this 
issue in detail and reveals that response nonlinearities do 
not affect our main findings (at least for the parameters we 
have used to gauge frequency selectivity in this paper). 

Nevertheless, there are still potential sources of error to 
be aware of, even if simple cells behave linearly. Let us first 
consider sources of error pertinent to the spatial dimension 
of our data. One potential problem is blurring of the recep- 
tive-field profile due to the size (width) of the reverse corre- 
lation bar stimulus. If the width of the bar becomes a sub- 
stantial fraction of the width of a receptive-field subregion, 
the receptive-field profile will be smoothed, or blurred. This 
is tantamount to attenuating high spatial frequency compo- 
nents in the data. This sort of blurring can lead to erroneous 
(too low) estimates of the optimal spatial frequency and 
high spatial frequency cutoff, when these are obtained 
through Fourier analysis. Fortunately, it is a simple compu- 
tation to determine whether or not the size of the stimulus 
has a significant effect on the spectral content of the data 
(see APPENDIX). A few cells have been discarded from our 
sample because of significant blurring due to stimulus 
width. For all other cells, the effect of blurring on the spatial 
frequency estimates (SF,,, and SF,,&) is very small ( <5% 
on average). It is important to note that errors due to blur- 
ring mainly affect cells in our sample that are tuned to high 
spatial frequencies (i.e., some of those from 8-wk-old kit- 
tens and adults). As a result, this type of error would tend to 
reduce the differences between 4-wk-old kittens and adult 
cats shown in Fig. 13. 

Another potential source of error in spatial receptive- 
field profiles arises from errors in determination of the cells’ 
preferred orientation. If the orientation of the stimulus grid 
and bar stimuli (see Fig. 2A) does not closely match the 
preferred orientation of the receptive field, then integration 
of the 2-D spatial profile along the Y-axis (see Fig. 3) can 
produce some distortion of the X-T profile. This type of 
error is negligible for most of the cells in this study because 
the preferred orientation was determined quantitatively 
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with gratings. In addition, a curve-fitting procedure was ap- 
plied to the orientation tuning curves to aid in extracting 
the optimal orientation to within a degree or two. For a 
couple of cells, there was a significant orientation misalign- 
ment between the stimulus grid and the receptive field; 
these cells were omitted from further analysis. 

A potential source of error in the distributions of spatial 
frequency parameters shown in Fig. 13 involves the range 
of receptive-field eccentricities sampled in each age group. 
Because receptive-field size increases and optimal spatial 
frequency decreases with eccentricity (see Movshon et al. 
1978c), the distribution of spatial frequency parameters de- 
pends on the range of eccentricities sampled. Thus it is con- 
ceivable that the differences between age groups seen in Fig. 
13 is an artifact of some sampling bias for eccentricity. We 
feel strongly, however, that this is unlikely. In all animals, 
we made long (4-5 mm) penetrations down the medial 
bank of the postlateral gyrus. Because of the consistency of 
the penetrations, we generally encountered a similar range 
of receptive-field eccentricities (t 15 O ) in all animals, so 
that there appears to be no overt sampling bias for eccen- 
tricity. 

Finally, let’s consider sources of error that affect the tem- 
poral dimension of our data. As for the spatial dimension, 
one possible source of error is blurring due to the duration 
of the reverse correlation stimulus. If the stimulus duration 
is too long, high temporal frequency components may be 
filtered out of the data, and estimates of TF,,, and TFhie 
may be erroneously low. In the earliest experiments we 
used a standard stimulus duration of 52 ms ( 4 refresh cycles 
on our display); in later experiments we have adjusted the 
duration on the basis of measured temporal frequency tun- 
ing curves (by subtracting or adding multiples of 13 ms). 
For a few cells the stimulus duration was too long, and 
temporal frequencies within the cell’s bandwidth were at- 
tenuated significantly (see APPENDIX); these cells were 

omitted from the sample. For all other cells, the effect of 
stimulus duration on the estimated temporal frequency 
tuning curves is minimal (3-4% on average). Moreover, 
blurring errors due to stimulus duration only affect cells in 
our sample that are tuned to high temporal frequencies 
(i.e., some of those from adult cats). This error would, 
therefore, tend to reduce the differences between adults and 
kittens shown in Fig. 12. 

Another potential source of error concerns the depen- 
dence of temporal selectivity on luminance. It is known 
that the temporal response properties of cortical cells can 
change as mean luminance is decreased (see Carney et al. 
1989; Kaufman and Palmer 1990). With the use of the 
reverse correlation technique, Kaufman and Palmer 
( 1990) have shown that the temporal structure of simple 
receptive fields changes considerably as luminance de- 
creases, whereas the spatial structure is largely unaffected. 
They report that response latency and receptive-field dura- 
tion increase at luminances below l-2 cd/m2, whereas the 
optimal temporal frequency and high temporal frequency 
cutoff decrease. These differences at low luminances are 
similar to the differences we have observed between kittens 
and cats. Thus it is conceivable that the developmental 
changes we have observed reflect some difference in the 
luminance dependence of receptive-field structure between 

kittens and cats. If so, then the temporal immaturity of cells 
from kittens might be reduced, or even disappear, if tested 
at a higher mean luminance. 

To evaluate this possibility, we have obtained repeat mea- 
surements of the X-T profile at different luminances for 
several cells from kittens and cats. Most of the data in this 
study were obtained at an effective luminance of 6 cd/m2. 
However, for several cells (n = 7), we replaced the beam 
splitters shown in Fig. 1 with full-silvered mirrors, so that 
the effective mean luminance at the cat’s eye increased to 
- 35 cd/ m2. In no case did we find a significant change 
with luminance in any of the temporal response parameters 
we have measured. Therefore we conclude that the differ- 
ences in temporal selectivity between kittens and cats are 
maintained at higher luminances. 

In summary, we have provided a detailed quantitative 
description of the spatiotemporal receptive fields of simple 
ceils in the striate cortex. From these measurements we 
conclude that spatial selectivity matures considerably ear- 
lier than temporal selectivity. In the companion paper 
( DeAngelis et al. 1993), we evaluate the predictive power 
of a linear spatiotemporal filter model for simple cells. 

APPENDIX 

We would like the X-T profile of a simple cell to approximate 
the spatiotemporal impulse response of that neuron. Hence we 
need the stimulus to approximate an impulse. A spatiotemporal 
impulse, formally defined, has infinite amplitude and infinitesi- 
mal dimensions in both space and time, such that the total volume 
under the function is equal to one. For our purposes, it is not 
possible to generate such a stimulus, nor will a cell respond to a 
stimulus of finite magnitude having infinitesimal dimensions. 
Thus we must try to approximate an impulse while providing a 
reasonably potent stimulus. 

In the frequency domain, the amplitude spectrum of an impulse 
is constant across all frequencies (i.e., the spectrum is white). On 
the other hand, most neurons are tuned to a fairly small range of 
spatial and temporal frequencies. If  the amplitude spectrum of our 
stimulus is approximately flat over the range of frequencies to 
which a neuron responds, then the stimulus will be an adequate 
approximation to an impulse. For simplicity, let us consider our 
stimulus as a function of time and one dimension of space, keep- 
ing in mind that the following computations easily generalize to 
two dimensions of space. 

The stimulus in our reverse correlation experiments, S( X, t), is 
a square pulse in both space (x) and time (t). The amplitude 
spectrum of this stimulus, S( U, v), is a 2-D sine function in spatio- 
temporal frequency space. If  the reverse correlation bar stimulus 
has a width of Ax degrees and a duration of At seconds, then the 
first zero crossings of the 2-D sine function will occur at a spatial 
frequency of u = 1 /Ax cycles/deg and a temporal frequency of 
v  = 1 / At Hz. For spatial and temporal frequencies below approxi- 
mately u = 1 / 3Ax and v  = 1 / 3At, respectively, S( U, v) is fairly 
flat, and S(x, t) will be a good approximation to an impulse. For 
spatial and temporal frequencies above about u = 1/2Ax and v  = 
1/2At, respectively, the rolloff of S( U, v) starts to become sub- 
stantial. 

In this study we have measured the spatiotemporal amplitude 
spectrum, M( U, v), of individual simple cells. Because our stimu- 
lus is not actually an impulse, the measured amplitude spectrum, 
A&( u, v), for a cell is actually the product of the amplitude spec- 
trum of the stimulus, S( U, v), and the true frequency spectrum, 
F( U, v), of the neuron 

Downloaded from journals.physiology.org/journal/jn at University Library Zurich (089.206.081.092) on May 2, 2024.



SPATIOTEMPORAL RECEPTIVE-FIELD STRUCTURE OF SIMPLE CELLS 1115 

M(u, v) = S(u, v) x F(u, v) 

Thus we can estimate the true amplitude spectrum of the neuron, 
m, v), as 

If our stimulus is a reasonable approximation to an impulse, 
then S( u, v) will be approximately equal to one over the range of 
spatial and temporal frequencies for which M( u, v) is nonzero. 
Consequently, M( u, v) will be a close approximation to F( u, v). 
In practice, we have computed F( u, v) and extracted values of 
SF~pt7 TFopt7 SFhigh 9 and TFhigh* These values are then compared 
with the values obtained directly from the measured spectrum, 
M( u, v). If the two sets of values differ by no more than a few 
percent, we conclude that the blurring effect of our stimulus has 
not had a significant impact on our measurements. 
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