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Title |

Biomimetic Oculomotor Control

Abstract|

Oculomotor control in a humanoid robot faces similar problems as biological oculomotor

systems, i.e., capturing targets accurately on a very narrow fovea, dealing with large de-

lays in the control system, the stabilization of gaze in face of unknown perturbations of the

body, selective attention, and the complexity of stereo vision. In this paper, we suggest

control circuits to realize three of the most basic oculomotor behaviors and their inte-

gration - the vestibulo-ocular and optokinetic re
ex (VOR-OKR) for gaze stabilization,

smooth pursuit for tracking moving objects, and saccades for overt visual attention. Each

of these behaviors and the mechanism for their integration was derived with inspiration

from computational theories as well as behavioral and physiological data in neuroscience.

Our implementations on a humanoid robot demonstrate good performance of the oculo-

motor behaviors, which proves to be a viable strategy to explore novel control mechanisms

for humanoid robotics. Conversely, insights gained from our models have been able to

directly in
uence views and provide new directions for computational neuroscience re-

search.

Key words|

oculomotor control, computational neuroscience, feedback-error-learning, predictive con-

trol, visual attention, online statistical learning
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1 Introduction

1.1 Research Objectives

The goal of our research is to understand the principles of information processing in

the human brain, with a focus on basic sensorimotor control and the hope to expand

this scope increasingly more towards more cognitive topics. As a research strategy, we

chose an approach that emphasizes the interplay between computational neuroscience and

humanoid robotics. In this approach, research topics are initially investigated from the

present stage of knowledge of neurobiology and, subsequently, abstract computational

models are created that can be implemented on a humanoid robot to accomplish inter-

esting behavioral goals. Control theory and learning theory are employed to examine the

validity of the models. The success of the models in actual robotic implementation is in-

vestigated. Theoretical and experimental insights are then used to re-evaluate biological

data and the present stage of modeling, which usually leads to suggestions for improve-

ment in both neuroscienti�c research and computational modeling. For the purpose of

this research strategy, we developed a humanoid robot system with 30 degree-of-freedoms

(DOFs), each of which is hydraulically operated and mimics the compliance of humans

by means of impedance control in each joint. Kinematics and dynamics of the robot are

as close as possible to the human counterpart.

In this paper, we present results of our research in the �eld of oculomotor control.

Oculomotor control is one of the best investigated areas in computational neuroscience

due to three reasons. Firstly the primate oculomotor systems are relatively simple. For

example, the monkey's oculomotor system can be approximated by a second order linear

system. It has only 3 DOFs per eye, and often only 1 DOF is used in neurobiological

experiments. Secondly, it has a rich set of oculomotor behaviors including re
exes and

adaptation. In the case of re
ex behaviors, experimenters can eliminate the e�ects of

attention, and easily elicit the re
ex behavior by simple stimuli such as rotation of the

head, spot lights, random dot displays, etc. Among the most well-known oculomotor

re
exes are the vestibulo-ocular (VOR) and optokinetic response (OKR). The case of

voluntary eye movement such as saccades and smooth pursuit have also been investigated
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extensively. It is also known that each of these behaviors are highly adaptive and the

mechanisms for their plasticity have been a topic of much interest.

Moreover, the oculomotor behaviors cooperate to accomplish oculomotor tasks in an

eÆcient manner. For example, the VOR has shorter latency and can thus, stabilize the

image on the retina more eÆciently than the OKR, whose retinal slip-based negative

feedback system operates with around 100ms latency. But the OKR is also essential to

eliminate the residual error by the VOR. Thus, the framework of oculomotor control is

ideally suited to draw comparisons between biological knowledge, computational models,

and empirical evaluations in robotic experiments.

Many arti�cial vision systems Ballard and Brown (1993)Aloimonos et al. (1987) have

been developed to include oculomotor control techniques. Although most of arti�cial

oculomotor systems are inspired by biology's active vision Panerai et al. (2000)Ferrell

(1996)Capurro et al. (1996)Berthouze and Kuniyoshi (1998)Murray et al. (1995), only

few implementations of oculomotor systems can be found that try to emphasize biological

plausibility - a feature which we feel will contribute towards understanding and designing

new paradigms in the �eld of computational neuroscience.

1.2 Robotic Head Setup and Control

We will present computational models for the three oculomotor behaviors we examined

and the corresponding experimental results. In all experiments, the same platform - the

vision head (see Fig. 1) of our Humanoid RobotShibata and Schaal (2001) - was used. The

robot head has 7 DOFs in total, a neck with 3 DOFs and two camera eyes, each equipped

with 2 independent DOFs, arranged as pan and tilt. In order to provide high-resolution

vision simultaneously with large-�eld peripheral vision, the robot employs two cameras

per eye, a foveal camera (24 deg view-angle horizontally) and a wide-angle camera(100 deg

view-angle horizontally). This setup mimics the foveated retinal structure of primates,

and it is also essential for an arti�cial vision system in order to obtain high resolution

vision of objects of interest while still being able to perceive events in the peripheral

environment (See Fig 2). In order to mimic the semicircular canal of biological systems,

we attached a three-axis gyro-sensor circuit to the head. From the sensors of this circuit,
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the head angular velocity signal is acquired.

The learning controller is implemented with the real-time operating system VxWorks

using several parallel Motorola PowerPC processors in a VME rack. Visual processing

is performed out of specialized hardware, a Fujitsu tracking vision board and QuickMag

color vision tracking system. The Fujitsu tracking vision board calculates retinal error

(position error) and retinal slip (velocity error) information of each eye at 30Hz. The

QuickMag system returns the centroid of blobs of pixels of pre-speci�ed colors in the

environment. Up to six di�erent colors can be tracked simultaneously at 60Hz sampling

rate.

The oculomotor control loop runs at 420 Hz, while the vision control loop runs at

60 Hz due to restrictions the QuickMag video processing rate. The oculomotor control

loop implements a strong spring and damping term such that the nonlinearities of the

oculomotor system due to hydraulics and attached cables become negligible.

1.3 Organization of the paper

In the following sections, we elucidate our model for the synthesis and control of VOR-

OKR, smooth pursuit, and saccadic behaviors. In Section 5, we discuss the issue of their

integration. Section 6 presents experimental results on real robotic hardware involving

all the three oculomotor behaviors, followed by a discussion and conclusion section.

2 Vestibulo-Ocular-Re
ex (VOR) and Opto-kinetic-Response (OKR)

The VOR re
ex serves to keep the eyes �xed on a target in the case that there is

a mechanical perturbation of the head, e.g., as caused by locomotion. The OKR has a

similar functionality, just that it is triggered by a movement of the entire visual �eld,

which it tries to compensate for - a typical movement that would be elicited in a movie

theater when the entire scene on the screen moves.

2.1 Model

This section outlines the computational model of VOR-OKR we developed Shibata

and Schaal (2001), shown schematically in Fig. 3. The inputs to the VOR-OKR system

are i) the visual target in camera coordinates and ii) an angular velocity signal generated
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from a gyroscopic sensor due to perturbations of the robot's body; since the sensor is

attached to the head, the signal is referred to as \head angular velocity". From the target

position and eye position, retinal error and retinal slip can be computed. In the simplest

case, the ideal compensatory desired movement of the eyes would be the negative of the

retinal slip, but, in general, a nonlinear transformation from retinal slip error velocity to

eye movement is needed due to o�-axis e�ect, i.e. the fact that head axis and eye axis are

not collinear. The retinal error signals are also used as input to a PD controller in the

bottom part of Fig. 3. The gains of this PD controller have to be kept rather small due

to the delays incurred in visual information processing. The output of the PD controller

serves primarily as a teacher signal to the feedback error learning system. However, it is

also needed to stabilize the crude feedforward controller in the shaded block of Figure 3.

Without the feedback input, the feedforward controller would only be marginally stable

due to the 
oating integrator. As described in a later section, eligibility traces, realized

by a second order �lter, are also used as inputs to the learning system.

The entire control systems is quite similar to what has been discovered in the primate

oculomotor system. The a priori existing feedforward controller provides some crude func-

tionality of the VOR while the feedback controller provides acceptable OKR performance

for slowly changing visual targets and acts as a compensatory negative feedback for the

VOR module. These systems form what is called the \direct pathway" of oculomotor

control in biology.

By adding a learning controller trained with the feedback-error-learning Kawato (1990)

strategy in the indirect pathway (see Fig. 3), excellent VOR performance can be accom-

plished even if the feedback pathway has large delays (see Section 2.2). Furthermore, the

OKR performance is improved to some extent due to this indirect pathway. This learning

network, known to be located in the primate cerebellum, acquires an inverse dynamics

model of the oculomotor plant during the course of learning that compensates for the

missing performance of the crude feedforward controller in the shaded box (c.f. Fig. 3).

The coordination of a direct and indirect pathway is analogous to how the cerebellar path-

way acts in parallel to the brainstem pathways Gomi and Kawato (1992). As discussed in

Shibata and Schaal (2001), this control system is equally suitable for both biological and
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robotic oculomotor control. However, for the robotic control, we augment the biologically

plausible model with a fast nonlinear learning scheme based on nonparametric regression

networks Vijayakumar and Schaal (2000a).

2.2 Learning with delayed-error signal

For successful feedback-error-learning, the time-alignment between input signals and

the feedback-error signal is theoretically crucial, and thus, additional techniques are re-

quired in the case of delayed sensory feedback. For instance, if a perturbation of the head

or body has frequency components that are much faster than the delay in the feedback

pathway during VOR learning, the phase delay in the feedback pathway becomes large

resulting in very slow learning or in the worst case, learning can even become unstable.

To solve this \temporal credit assignment problem", the concept of eligibility traces

has been suggested in both biological modeling and machine learning Barto et al. (1983).

For neurons in the brain, it is assumed that a second messenger would tag a synapse

as eligible for modi�cation. This \tag" would decay with an appropriate time constant,

thus forming a temporal eligibility window. Schweighofer et al. proposed a biologically

plausible learning model for saccadic eye movement, and modeled the second messenger

as a second order linear �lter of the input signals to the learning systemSchweighofer

et al. (1996). For this purpose, note that second order �lter is better than �rst order

�lter since the impulse response of second order �lter has a unimodal peak at a delay

time determined by the time constant of the �lter. For successful learning, the delay time

only has to roughly coincide with the actual delay of the sensory feedback. Applying this

technique to feedback-error learning, we complete our �nal learning control system (see

Fig. 3) where the impulse response of a second order linear �lter is added just before the

\learning" box.

We investigated the eÆcacy of this technique and con�rmed that this is more robust

than just using an inaccurate �xed delay time element under the following conditions: (1)

the actual delay is roughly less than 150ms, (2) the actual delay is somehow 
uctuating

on the order of tens of milliseconds, and (3) motion frequency is high, i.e. around 3 Hz

or more. These properties are derived from the second order linear �lter which changes
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its phase shift depending on the frequency of the input signal. Condition (1) is satis�ed

since our humanoid visoin system has a delay of around 70 ms. Condition (2) can be

caused by more complicated visual processing where processing time is stochastic or input

signal dependent. During the initial transients of learning, slightly incorrect predictions

of the learning module can cause rather fast movement of the eyes, resulting in conditions

mentioned in (3). The second order �lter of the eligibility trace avoids that feedback error

learning is destabilized during these transients, which strongly improves robustness and

accuracy of learning.

3 Smooth Pursuit

Smooth pursuit refers to the oculomotor behavior of smoothly tracking a moving

target on the fovea - a task which requires high accuracy; for instance such behaviors

are needed to visually inspect moving object. For example, in constant velocity or in

a sinusoidal target motion, the ratio of tracking velocity to target velocity( a.k.a. the

smooth pursuit gain) is almost 1.0 Stark et al. (1962). From the control theoretical view,

this performance cannot be achieved simply by type 0 servo due to the long delays inherent

in visual information processing (e.g. around 70 ms in our humanoid vision system, and

around 100 ms in the human brain). There is strong evidence that biological smooth

pursuit seems to implement some predictive controller, for e.g., the report by Whittaker

and Eaholtz Whittaker and Eaholtz (1982). In their experiment, human subjects tracked

a sinusoidal target motion. After the target disappeared, sinusoidal post-pursuit eye

motion continued to follow the expected trajectory of target.

In the �eld of robot vision, many projects investigated visual servoing, but, to our

knowledge, without examining a smooth pursuit controller that has similar features and

performance as that in primates. One of the most related pieces of research is in Bradshaw

et al. Bradshaw et al. (1997), which employed a Kalman �lter for prediction. However,

these authors assumed prior knowledge of the target dynamics and, thus, avoided to

address how unknown target motion can be tracked accurately. In contrast, in this paper,

we present a biologically motivated smooth pursuit controller that learns to predict the

visual target velocity in head coordinates based on fast on-line statistical learning of the
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target dynamics. In the following sections, we will �rst explain the setup of our smooth

pursuit model, then, explain the learning component, and, in Section 3.2, describe the

mechanism of how it learns to predict inspite of delayed input signals.

3.1 Model

Fig. 4 presents one of the simplest examples of our smooth pursuit model. It consists

of three subsystems, i.e., a feedback controller, a target velocity predictor, and an inverse

model controller of the oculomotor system. The feedback controller is not enough to

accomplish smooth pursuit, since its pathway includes long delays. The predictor com-

putes the present target velocity based on estimation of the past target state and fast

learning of the target dynamics. The predicted target velocity information is input to the

inverse model controller as a desired velocity command. In this control diagram, s and

1=s are Laplace transform operators denoting di�erentiation and integration, respectively.

� stands for a constant delay element. e, _e, E, and _E are the retinal error, the retinal slip,

the eye angular position, and the eye angular velocity, respectively. As depicted in this

diagram and without loss of generality, we assume the oculomotor plant as well as the

visual target has a second order linear dynamics. As we mentioned before, the assumption

of second order linear dynamics for the oculomotor plant is very common both in biology

and in robot vision.

The predictor outputs an estimate of the current target velocity _̂x(t) out of a history

of past estimated target angular positions x(t � �) and velocities _x(t � �). In linear

systems, the state predictor of a n-th order linear system can be de�ned as:

xt+1 = Axt (1)

where x is the n � 1 state vector and A is the n � n state transition matrix. As we are

only interested in velocity prediction in this paper, we reduce equation 1 to focus only on

the the states that are identi�ed with target velocities, not positions:

_̂xt+1 = A2xt (2)

where A2 is the the appropriate submatrix of A corresponding to the target velocity

component.
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The inverse model controller receives sum of the predictor output and the PD feedback

command as desired velocity. It should be noted that using only the desired velocity

rather than both the position and velocity signals is the prudent thing to do. The inverse

model control follows the speci�ed desired trajectory such as position and velocity. If

learning predictor would output both position and velocity, they might result in a very

crude and inconsistent desired trajectory, which can make entire system unstable. Here,

the positional feedback term can be regarded as an integrated error term for the inverse

model control block.

It should be emphasized here that our smooth pursuit model has similar performance

and features as that in primates. First, our model can achieve smooth pursuit with

velocity gain one due to the predictor. Second, by multi-step prediction, the desired

trajectory can be maintained even if there is no retinal signal after the target disappeared,

or the target is occluded. Third, our model can cope with complex target motion rather

than just constant velocity motion as long as the predictor knows the discretized target

dynamics. Next, we describe the mechanism of how such dynamics can be acquired by

on-line learning.

3.2 Learning the discrete predictor from the delayed signals

The learning scheme in Fig. 4 may appear diÆcult to implement as it has to learn

the target dynamics out of the history of past estimated target states and the delayed

retinal error. As will become apparent in the next paragraphs, however, a straightforward

development allows us to solve this learning problem.

At time t, the predictor can only see the delayed estimated target state xt��. The

corresponding discrete target velocity prediction is represented as

_̂xt = f(xt��;wt) (3)

where w is a parameter vector. Let _�, the velocity prediction error, equal _x � _̂x, and let

the loss function J be the simple squared error:

J =
1

2
_�2t (4)
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Thus, a gradient descent learning rule for w can be written as:

(
dwi

dt
)t = ��(

@J

@wi

)t = �(
@f

@wi

)t�� _�t (5)

with � denoting the learning rate. If we can make the assumption that the predicted

target velocity _̂x will be tracked accurately by the robot without delay, we can regard the

retinal slip as the prediction error given by _� = _x� _̂x ' _x� _E = _e. The learning rule can

thus be rewritten as:

(
dwi

dt
)t = �(

@f

@wi

)t�� _et (6)

Note that the time alignment of the predictor output f and the error _� (' _e) needs to

be correct for successful minimization of the loss function J . Since the predictor has no

access to _et at time t, a modi�ed learning rule is required. We achieve this by introducing

a delayed form of Eq. 6:

(
dwi

dt
)t = �(

@f

@wi

)t�2� _et�� (7)

Thus, the predictor is required to keep the information @f=@wi in memory for the duration

of �. In summary, it is important to use the most recent information for prediction, but

to use one delayed by � for learning in order to achieve successful learning and control.

Note that the delay � can be implemented as described in 2.2.

The assumption we made that the predicted target velocity can be tracked accurately

by the robot without delay assumes the existence of an accurate inverse model controller

of the oculomotor plant. What happens if this assumption is not true In this case, the

RNN has to learn a composite task including the target dynamics and the dynamics of the

extended plant, i.e., a plant that cannot canceled out and remains due to the inaccurate

inverse model controller, in order to minimize the retinal slip. Indeed, in a simulation with

the circuit depicted in Fig. 4, we con�rmed that learning is successful when the inverse

dynamics model was imperfect. This is theoretically expected since the extended plant

here is, at most, second order linear which could be canceled out by somehow modulating

the predictor, which is also a second order linear system in the RNN.
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4 Saccade and Overt Visual Attention

Visual attention involves directing a \spotlight" of attention Koch and Ullman (1984)

to interesting areas, extracted from a multitude of sensory inputs. Most commonly, at-

tention will require to move the body, head, eyes, or a combination of these in order

to acquire the target of interest with high-resolution foveal vision, referred to as `overt'

attention, as opposed to covert attention which does not involve movement.

There has been extensive work in modeling attention and understanding the neuro-

biological mechanisms of generating the visual \spotlight" of attention Neibur and Koch

(1998), both from a top-downParasuraman (1998) and a bottom-up perspective Itti and

Koch (1999, 2000) - albeit mainly for static images. From the perspective of overt shift

of foci, there has been some work on saccadic eye motion generation using spatial �l-

ters Rao and Ballard (1995), saccadic motor planning by integrating visual information

Kopecz and Schoner (1995), social robotics Breazeal and Scassellati (1999), and humanoid

robotics Driscoll et al. (1998). In contrast to this previous work, our research focus lies

on creating a biologically inspired approach to visual attention and oculomotor control

by employing theoretically sound computational elements that were derived from models

of cortical neural networks, and that can serve for comparisons with biological behavior.

We also emphasize real-time performance and the integration of the attention system on

a full-body humanoid robot that is not stationary in world coordinates. As will be shown

below, these features require additional computational consideration such as the remap-

ping of a saliency map for attention after body movement. In the following sections, we

will �rst give an overview of the attentional system's modules, then explain the compu-

tational principles of each module, before we provide some experimental evaluations on

our humanoid robot.

4.1 Sensor pre-processing and integration

The key element of our Sensory Processing block (Fig. 5) is a competitive dynamical

neural network, derived in Amari and Arbib's Amari and Arbib (1977) neural �elds ap-

proach for modeling cortical information processing. The goal of this network is to take as

input spatially localized stimuli, have them compete to become the next saccade target,
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and �nally output the winning target. For this purpose, the sensory input pre-processing

stage takes the raw visual 
ow VF (x; t) as inputs to the stimulus dynamics, a �rst order

dynamical system. Using x to denote the position of a stimulus in camera coordinates,

the stimulus dynamics is:

_S(x) = ��S(x) + V isInp(x; t) (8)

where

V isInp(x; t) =

Z
R

G(x; t) � exp(�x2=2�2)dx (9)

G(x; t) = VF (x; t) + 
 � b _VF (x; t)c+ (10)

Eq.(10) enhances the raw visual 
ow vector when it is increasing to emphasize new stimuli

in the scene, while Eq.(9) implements a Gaussian spatial smoother of the stimuli to reduce

the e�ects of noise. The variable � was set to a value of 100 in our experiments while

the values of 
 and � were adapted based on the noise content of the environment and

sensing equipment. The top of Fig. 6a shows an example of a typical stimulus pattern in

the two dimensional neural network due to a moving object at the top-left of the camera

image. In general, we could have multimodal sensory inputs, e.g. from color detectors,

edge detectors, audio input, etc., feeding into Eq.(10) as a sensory signal. As suggested

by Itti and Koch Itti and Koch (1999, 2000), it would be useful to weight these inputs

according to their importance in the scene, usually based on some top-down feedback or

task-speci�c biasing (e.g., if we know that color is more important than motion).

This stimulus dynamics feeds into a saliency map Koch and Ullman (1984), essentially

a winner-take-all (WTA) network which decides on a winning stimulus from many simul-

taneous stimuli in the camera �eld. The winning stimulus will become the next saccade

target or focus of overt attention. The WTA network is realized based on the theory of

neural �elds, a spatial neural network inspired by the dynamics of short range excitatory

and long range inhibitory interactions in the neo-cortex Amari (1977); Amari and Arbib

(1977). The activation dynamics u(x; t) of the saliency map is expressed as:

� _u(x) = �u(x) + S(x) + h

+
X
x

0

w(x;x0)�(u(x0)) (11)
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Here, h is the base line activation level within the �eld, S(x; t) is the external stimulus

input (Eq.8), w(x;x0) describes the coupling strength between all the units of the network,

and �(u) controls the local threshold of activation. Depending on the choice of parameter

h and the form of � and w, the activation dynamics of Eq.(11) can have various stable

equilibrium points Amari (1977). We are interested in a solution which has uniform

activation at base line level in the absence of external stimuli, and which forms a unimodal

activation pattern at the most signi�cant stimulus in the presence of stimuli that are

possibly dispersed throughout the spatial network. This is achieved by choosing a transfer

function:

�(u) = 1=(e(�cu) + 1) (12)

with constant c >> 1 and an interaction kernel with short range excitation and long-range

inhibition term H0:

w(x;x0) = ke
�(x�x0)2=�2

w �H0 (13)

The constants were �xed at � = 0:01, h = �0:5, H0 = 0:75, k = 4, �2w = 1:4, and

c = 5000, the values of which were decided based the magnitude of the stimulus dynamics

S(x; t), as outlined in Amari (1977).

In addition to the stimulus driven dynamics, we also suppress the activation of the

most recently attended location by adding a large negative activation in Eq.(10) at the

location of the last saccade target. This strategy implements an inhibition of return Itti

and Koch (2000) and ensures that the robot does not keep attending to the same location

in the continuous presence of an interesting stimuli. While the negative stimulus added is

instantaneous, the time constant of the activation dynamics essentially controls the decay

of this inhibition, ensuring the attended locations are cycled back in due time if there is

persistent activation. The plots at the bottom of Fig. 6(a)(b) illustrate the behavior of

the activation dynamics just before and after an attention shift, including the e�ect of

the negative activation after the saccade.

4.2 Planning and generation of motor commands

Given a new saccade target, extracted from the saliency map, the direction of gaze

needs to be shifted to the center of this target. Since �fth order splines are a good
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approximation of biological movement trajectories Kawato (1999); Barnes (1993), we use

this model to compute a desired trajectory from the current position x0 to the target xf ,

all expressed in camera coordinates. We do not claim that trajectory planning occurs in

biology by using the techniques described; in fact this topic is a matter of active research

in the motor control community. Here, our aim is to generate trajectories that closely

resemble natural motion.

The camera-space trajectory is converted to joint space by inverse kinematics com-

putations based on Resolved Motion Rate Control (RMRC) Liegeois (1977). We assume

that only head and eye motion is needed to shift the gaze to the visual target, an assump-

tion that is justi�ed given that the target was already visible in the peripheral �eld of

view. For the time being, the inverse kinematics computation is performed for the right

eye only, while the left eye performs exactly the same motion as the right eye. Thus, we

need to map from a 2D camera space of the right eye to a 5D joint space, comprised of

pan and tilt of the camera, and 3 DOFs of the robot's neck. To obtain a unique inverse,

we employ Liegeois Liegeois (1977) pseudo-inverse with optimization:

_
� = J# _x + (I� JJ#)knull (14)

where J# = JT(JJT)�1

knull is the gradient of an optimization criterion w.r.t. the joint angles �. The second

term of the Eq.(14) is the part that controls the movement in the null space of the head-

eye system. Any contribution to _
� from this term will not change the direction of gaze

but will only change how much we use the head or eye DOFs to realize that gaze. As

optimization criterion we chose:

L =
1

2

X
i

wi(�i � �def;i)
2 (15)

resulting in

knull;i =
@L

@�i
= wi(�i � �def;i) (16)

(17)

This criterion keeps the redundant DOFs as close as possible to a default posture �def .

Adding the weights wi allows giving more or less importance to enforcing the optimiza-
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tion criterion for certain DOF{this feature is useful to create natural looking head-eye

coordination.

Once the desired trajectory is converted to joint space, it is tracked by an inverse

dynamics controller using a learned inverse dynamics model Vijayakumar and Schaal

(2000b).

5 Integration of Oculomotor Behaviors

In this section, we will attempt to integrate the three independent oculomotor behav-

iors that we have described so far with the aim of improving their overall performance

capability. While there has been recent research on integrating the behaviors focusing

on it's emergent properties Kuniyoshi and Berthouze (1998), we take a rather traditional

approach (e.g, Brown (1990b)Brown (1990a)Murray et al. (1995)Takanishi et al. (1997))

of investigating how they can be integrated from the computational viewpoint.

To begin with, we will consider the saccadic behavior as a separate subsytem which

supports the VOR-OKR and smooth pursuit modules in the collaborative integration of

these oculomotor behaviors. This is primarily due to the reason that saccadic movements

have an objective of implementing point attention in space, a goal which runs counter

to the objective of smooth pursuit. Moreover, saccadic movements stimulate the entire

retinal �eld and more sophisticated integration schemes have to be implemented to avoid

interference with the other behaviors - a topic of future research.

5.1 Coordinates for integration

One of the most important issues in integrating the oculomotor behaviours is the

question of which coordinates to perform the integration in. We have two candidates:

one is velocity command space, and the other is motor command space.

In neuroscience, researchers have suggested an integration mechanism in which the

�nal common path (FCP) received all the di�erent velocity commands and output the

�nal motor command to the oculomotor plant. In other words, the FCP is regarded as an

inverse model controller. This idea is consistent with what we mentioned in section 3 that

receiving only the desired velocity is required.
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However, one possible problem with this formulation is the fact that the velocity

commands should be normalized in order to be simply summed up. For example, a desired

velocity generated by a smooth pursuit circuit is not realized if the velocity command has a

di�erent scale compared to the desired velocity input of the inverse model learned through

the VOR. In this case, however, there is a possibility for the predictor to learn to output

necessary velocity commands suitable for the inverse model controller.

If one combines the behavior using the motor command space, such normalization

problem does not occur - although we needs one inverse model for each oculomotor be-

havior, which is computationally ineÆcient. This issue is still a matter of ongoing debate

in the computational neuroscience �eld. In the current model, we adopt the motor com-

mand space due to ease of implementation.

5.2 Integration of VOR-OKR with smooth pursuit

The VOR-OKR and smooth pursuit behaviors should cooperate, especially since mov-

ing the head during smooth pursuit is often useful to widen the tracking range and also,

VOR-OKR could help sustain good tracking performance in the presence of unforseen

perturbations.

Integrating VOR-OKR behaviors with smooth pursuit can be extremely simple in

many cases. In the case when only the eye is used to perform the smooth pursuit, all

we need to do is to sum up the motor commands from the two modules. If there is a

perturbation of the body (and hence, the head) while the smooth pursuit is in progress,

the VOR-OKR re
ex will kick in to compensate the eye movement for this perturbation.

Another possibility is that the head is moved in order to achieve a better range for

the target tracking - a voluntary motion rather than a perturbation. However, even

under this circumstance, the VOR-OKR behavior will help to sustain eÆcient target

following by cancelling out the e�ect of the head/body movement. We can think of the

resulting movement as a planning in combined eye and head coordinates, where the VOR-

OKR system is helping to generate the compensatory corrective movements in the eyes

as a result of the head motion. However, more sophisticated algorithms are necessary

for implementing �nely coordinated head-eye motion (planned with certain optimization
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criterion) without experiencing the negative interference e�ects.

5.3 Velocity following through corrective saccades

Based on studies and data collected in neuroscience, it is believed that in primates,

all oculomotor behaviors other that saccades follow the velocity of stimulus or target

and not their position. This is consistent with our smooth pursuit model which predicts

current target velocity without dependence on target position. Also, learning uses only

the retinal slip (velocity) and not the retinal error. This is also along the lines of biological

observations that motion information obtained from the retina is the retinal slip and not

retinal error.

From a computational perspective, retinal slip - although expensive to compute -

is extremely suited for parallel (fast) implementations due to it's simplicity. Moreover,

working with retinal slip is much more robust to noise compared to the retinal error

computation because it does not su�er from drifting or changing image patterns over

frames. Since important re
exes such as the VOR-OKR should be fast and robust, it is

natural that they follow velocity signals. There are commerically available optical 
ow

computation hardware (e.g. Fujitsu Tracking Vision) which can perform these operations

eÆciently and robustly in real time.

The method of using only velocity signals has an inherent drawback - the positional

errors accumulate over time to give an increasing steady state lag. It is here that the

saccades contribute in the overall integration - periodically, the system makes corrective

saccades to correct for this positional error in order to ensure accurate pursuit and to

keep the target visible in the narrow foveal vision.

Incorporating the above considerations, we modify the diagrams in Fig. 3 and Fig. 4

to follow velocity as shown in Fig. 7. The position gain in the feedback loop is removed.

Instead, the saccadic behavior will take over periodically to correct for the errors. During

the process of saccadic correction (which is a very fast movement of less than 100ms), the

retinal slip information is shutdown or supressed from reaching the smooth pursuit module

to prevent spurious e�ects (c.f. Fig. 7) . This shutdown triggers the operation of the multi-

step dynamics prediction in the smooth pursuit module, ensuring that even though we do
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not get any retinal slip information, the smooth pursuit continues unhindered based on

the prediction from the learned dynamics of the target. The retinal error required in the

VOR-OKR module is calculated by the integration of the retinal slip.

6 Experimental results

In this section, we will present experimental results of the VOR-OKR, smooth pursuit

and saccades implemented on our humanoid robot

6.1 VOR-OKR

We performed a pilot perturbation experiment to demonstrate the basic stabilization

capability of our VOR-OKR implementation. Fig. 8(a) shows the perturbation of the

head in one DOF. The system had no knowledge of the oculomotor dynamics. Learning

was started for all the four DOFs simultaneously. Fig. 8 (b)-(e) show the time course of

the retinal error of all four DOFs, which demonstrate that fast learning in all four DOFs

were achieved simultaneously.

Since the visual processing in our system introduces a delay of around 70 ms in the

retinal signals, one of the important points to demonstrate about the capability of our

system is to show how the eligibility traces can improve the eÆciency of VOR learning.

For this purpose, head movement was generated by three superimposed sinusoidal signals

with frequencies of 0.6, 2.0, and 3.0 Hz and amplitude of 0.1 rad, respectively. A frequency

of 3.0 Hz is high enough to result in blurred visual images. Fig. 9 shows the time course

of the recti�ed (i.e., one second ensemble mean of squared value) retinal error during

learning obtained from a moving average using a one second time window. While the

dashed line represents data obtained from learning without eligibility traces, the solid

line shows data acquired with eligibility traces. This �gure shows that eligibility traces

are necessary for successful learning as the the retinal error does not decrease without

using the traces. It should also be noted that learning proceeds quite rapidly such that in

less than a half a minute, the initial errors are reduced by a factor of two. Longer learning

results in a further reduction of the error Shibata and Schaal (2001).
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6.2 Smooth Pursuit

We present some results highlighting the basic tracking capability of our smooth pur-

suit controller. In this experiment, the the system did not know anything about the

visual target dynamics in advance, but already obtained the inverse dynamics model of

each eye. The motion of the visual target, a red ball, was given by the industrial manip-

ulator. The motion was two dimensional - a simple sinusoidal of frequency 1 Hz signal

shown in Fig. 10(a). Fig. 10(b) shows the time course of the recti�ed retinal error while

Fig. 10(c) shows the time course of the recti�ed retinal slip. We see a very rapid con-

vergence of learning of the target dynamics, while the convergence of the retinal error

was relatively slow. Note that, in our learning scheme, the goal of the learning module

is prediction of the target velocity, and its prediction error, the retinal slip, conveys only

velocity information. Therefore, we see the rapid convergence in Fig. 10(c). As shown

in Fig. 4, the positional error can be decreased by a feedback pathway including an inte-

grator and P gain. It should be emphasized that the recti�ed retinal error is fairly small

from the beginning of learning.

Note that our model does not rely on any speci�c or particular learning method. For

tracking a target having a simple linear dynamics such as a swinging pendulum, we em-

ployed an adapted version of recursive least squares (RLS) Ljung and Soderstrom (1986),

and obtained excellent results. For more complex target motion with nonlinear dynamics,

we replaced RLS in our smooth pursuit controller with nonparametric regression networks

we developed Vijayakumar and Schaal (2000b) Vijayakumar et al. (2001). This system

was used to learn a periodic motion generated by van der Pol equations implemented on

a separate industrial robot in our laboratory. Fig. 11 shows the excellent learning results

of this experiment.

6.3 Saccades

We implemented the visual attention system on our humanoid robot. The stimulus

dynamics and saliency map had 44x44 nodes, i.e., twice the length and width of the

22x22 nodes of the visual 
ow grid of the peripheral vision. This extended size assured

that after a saccade, the remapping of the saliency map and stimulus dynamics could
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maintain stimuli outside of the peripheral vision for some time. The Jacobian needed

for the inverse kinematics computation was estimated with linear regression from data

collected from moving the head-eye system on randomized periodic trajectories for a few

minutes. Due to the limited range of motion of the eye and head DOFs, the Jacobian

could be assumed to be constant throughout the entire range of motion of head-eye system,

which was con�rmed by the excellent coeÆcient of determination of the regression of the

Jacobian. The saliency map was able to determine winning targets at about 10Hz, which

is comparable to the capabilities of the human attentional system.

An illustration of the working of the attentional system is provided in Fig. 12. The top

image shows the robot's right eye peripheral view of the lab, focusing on the person in the

middle of the image. At the bottom left part of the image, another person was waving a

racket to attract the robot's attention. This motion elicited a saccade, recognizable from

the middle image of Fig. 12 which shows the visual blur that the robot experienced during

the movement. The bottom image of Fig. 12 demonstrates that after the saccade, the

robot was correctly focusing on the new target. Note that the three images were sampled

at 30Hz, indicating that the robot performed a very fast head-eye saccade of about 100ms

duration, which is again comparable to human performance.

6.4 Integration of Oculomotor Behaviors

We conducted an experiment to analyze the combined e�ects of the three oculomotor

behaviors. A visual target was moved horizontally using a driving signal that followed a

sinusoid with its amplitude 0.25 [rad] and frequency 0.7 [Hz].

Fig. 13 demonstrates that our model integrating the three oculomotor behaviors has

the capability to keep capturing the target given unknown and signi�cant perturbation

during tracking. The top graph (A) shows the time course of the perturbation. As shown,

initially no perturbation was given. After 20 seconds, suddenly perturbation generated by

two superimposed sinusoids of amplitude 0.1 [rad] and frequencies 1.0 [Hz] and 1.2 [Hz]

respectively was injected into the system. The middle graph shows the recti�ed mean

retinal errors; the solid line corresponds to the case of three behaviors cooperating, and

the dotted line corresponds the case of no oculomotor control. Even after the introduction
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of the perturbation at a timeline of 20 seconds, it shows the recti�ed mean retinal error

was much less than 0.1 [rad], which means the target was always on the foveal image

stably. It should be noted that the recti�ed mean retinal error is decreasing through

this experiment, which point to the bene�ts of continuously adaptive cooperation of the

VOR-OKR and smooth pursuit. The bottom graph (C) presents the same analysis for

recti�ed mean retinal slips, again showing the signi�cant di�erence as seen in (B).

7 Conclusion

In this paper, we have presented our research on humanoid oculomotor control, fo-

cusing on models of the VOR-OKR re
ex system, smooth pursuit, saccades, and their

integration based on concepts of computational neuroscience. We have demonstrated the

excellent performance of each oculomotor behavior and their coordination on the vision

head that is an integral part of our humanoid robot - a specialized robotic platform de-

veloped with a strong emphasis on computational brain science research. In all given

examples, the robot control mechanisms were derived based on principles of computa-

tional neuroscience and was proved to be able to generate viable solutions for robotic

control with good performance.

Our e�orts not only present novel control design paradigms for the humanoid robot,

but also aim to contribute to brain science by proposing new biological control models

and circuits and posing interesting problems towards exploratory neuroscience. Under

the experiments with the VOR-OKR behavior, we have rendered a new role for the OKR

pathway in that it may be used to stabilize the 
oating integrator in the direct path-

way. We have also described our novel analysis on how biomimetic eligibility traces can

be advantageous in comparison to engineering dead-time element under the biologically

natural condition. Our smooth pursuit model has to potential to contribute to computa-

tional neuroscience modelling in a direct way. It is a quite simple but novel model that

can explain many behavioral and physiological data. In particular, it is the �rst model

claiming that primates' brain might learn target dynamics solely based on the retinal slip,

and perform predictive control based on the dynamics. The saccade generation model in-

tegrates the saliency detection, motor control and coordinate maintainance functions in a
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close knit loop and successfully implements covert visual attention in real time. Finally,

we have discussed the issues involved in integrating these oculomotor behaviors and en-

suring that they cooperate without negative e�ects on the combined performance. As one

of the preliminary results, we have been successful in implementing the VOR-OKR and

smooth pursuit behavior by accessing only the retinal velocity information. This is more

robust than trying to compute with retinal error information and any positional errors

that accumulate are periodically corrected through the saccade behavior. We will work

on these issue more elaborately for the more general cases, and hope to move on to more

cognitive topics in the future.
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Figure 1: Humanoid vision head



Figure 2: (left) The hunanoid robot performing the task of pole-balancing; (right) monitor

output of all four cameras (upper: foveal vision, lower: peripheral vision)
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Figure 3: Our VOR-OKR model
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Figure 4: Simple example of our smooth pursuit model
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Figure 5: A schematic block diagram of the various modules involved in the system for

implementing overt visual attention
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Figure 6: A snap shot of the stimulus and activation dynamics just (a) before and (b)

after the saccade
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Figure 7: Integrated model of the VOR-OKR, smooth pursuit and saccade. Motor com-

mands out of the VOR-OKR and smooth pursuit are summed. The saccade module

corrects the positional errors periodically.
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Figure 8: (a) Perturbation signal to the head; (b)-(e) Time course of the retinal error of

all four DOFs of the eyes, (b) left pan, (c) right pan, (d) left tilt, (e) right tilt
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Figure 9: Time course of the recti�ed mean retinal error; with (solid line) and without

(dashed line) eligibility trace
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Figure 10: Left eye tracking a 2D sinusoidal motion. (a) Time course of the visual target

motion, (b) Time course of the recti�ed mean retinal error; (c), Time course of the recti�ed

mean retinal slip
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Figure 11: Smooth pursuit of a target following a trajectory that is generated by van

der Pol equation. The upper �gure shows the time course of the angular position of the

visual target (dotted) and the eye (solid). The lower �gure presents the time course of

the recti�ed mean retinal error (smoothed with moving average of time window 1 s)



Figure 12: Snap shots of the robot's peripheral view before, during, and after an atten-

tional head-eye saccade, taken at 30 Hz sampling rate. Superimposed on the images is

the visual 
ow �eld.
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Figure 13: Experimental results demonstrating the e�ect of coordinating the three ocu-

lomotor behaviors: (a) time course of the perturbation. (b) the recti�ed mean retinal

errors; the solid line corresponds to the case of three behaviors cooperating, and the dot-

ted line corresponds the case of no oculomotor control. (c) the recti�ed mean retinal slips;

the solid line corresponds to the case of three behaviors cooperating, and the dotted line

corresponds to the case of no oculomotor control.


